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ABSTRACT

This dissertation is devoted to the study of thddéerent topics under the
advice of three different mayor professors. They dhing these topics have in
common is the interest and curiosity of the autilboexplain real life events,
using applied econometric techniques. Chapter Ziempfinancial tools to

assess whether stock values reacted across worlketwato the

announcement of indexes that synthesize the enwigatal performance of
the world’s largest publicly-traded companies. Téevironmental index

selected for this purpose is the “Global 100 Ragki&100), a ranking of the
100 largest public companies by market capitalratiThe results show that
the market reacted to the “Global 100 Ranking” bgrming the relative price
of the stocks, but not the value of the portfolide also find that investors in
US-traded stocks are more interested in past emviental performance than
on managerial quality, while the opposite is troe ihvestors in non-US-
traded stocks. Chapter 3 estimates simultaneowstiequnodels of barge and
railroad rates for specific origin-destinations aghins (corn, wheat, and
soybeans) in the US, using data from the Grain Spartation Report.

Evidence of specific route competitiveness of wasiggrains was found.
Interestingly, it was possible to identify a radb route with prices as
complementary of barge rates, which may increasdead market power.

River levels affect barge rates, but there areedifices for corn and wheat,

www.manaraa.com



Xi

possibly due to production locations in the Migpigs basin. Ocean vessel
rates affect barge rates directly and railroadsratelirectly. Real exchange
rates affect barge rates more than railroad rafssdence suggests that
distance between railroad origin and barge oridfacés the impact of the

later on the first one. Chapter 4 studies the effee early education

achievement of keeping the same classmates aseimprévious year by

utilizing the unique nature of the Tennessee Studeacher Achievement
Ratio (STAR). Results show that keeping all kindetgn classmates vs.
losing all of them increases the probability of gag first grade by 7 to 10
percent. In addition, noncognitive skills are imyed when more kindergarten
classmates are kept as first grade classmatesll iflemsmates are kept
together vs. staying alone in a new class, motima#ind selfconfidence may
increase by 0.5 of a standard deviation, while rtbhmber of absences may

decrease by 2 to 3 days.
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CHAPTER 1. GENERAL INTRODUCTION
Socially Responsible Investing has become a dynagsigarch area in recent years (Geczy et
al. 2005; Kurtz 1997; Sauer 1997; Cummings 2000aAtson and Chung 2000; Bauer et al.
2002; Mill 2006; Lobe and Walkshausl 2011). Theudarity of Socially Responsible
Investing has led to the development of indexes tile Dow Jones Sustainability Index
(DJSI), in which environmental responsibility weigl®.2% (Fowler and Hope 2007). A
specific environmental index created in 2009 tangethe Socially Responsible Investing
audience is Newsweek’s “Green Rankings.” Its #dition included the “US 500 List,”
which comprises the 500 largest publicly-tradeddd&panies. Its second edition, released
online on October 18th, 2010 at 8 a.m. US Easttdoas, added the “Global 100 List,”
involving the 100 largest publicly traded compamesidwide.

These Newsweek rankings mostly use existing inftionaegarding hundreds of
environmental indicators and models. Neverthelbsy, provide new information by
presenting a clear unigue measure of environmeetébrmance for each company. This
publicly available measure may help coordinate etgimmns about how the market weights
all of the environmental data available. It alseegi small investors access to costly
environmental information, and increases publicrawass about the largest companies'
environmental performance. The first essay (Chdptapplies financial tools to assess
whether stock values reacted across world marketsetannouncement of the “Global 100
Ranking” (G100).

Most US grain production is located in the Midwd&mand, however, is dispersed
across the US and abroad, creating areas with sanguses and deficits of grains, and

requiring the transportation of more than 400 wiiltons of corn, soybean, and wheat each
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year (Marathon and Denicoff, 2011). As a consegegan efficient intermodal
transportation system of trucks, railroads, basgebvessels is fundamental in determining
better prices for farmers, lower food and biofusdts for consumers and more competitive
export prices. While domestic transportation isezed mostly by truck, railroads and barges
are the most important modal transportations f@oets. Because grains are often
transported in more than one mode, competitioncamaplementarity exist among these
modes. The second essay (Chapter 3) analyzesiigetitive interactions between grain
railroad rates and barge rates in the Mississigermnway system.

The effect of peers on education and other soci@ames has attracted much
attention in the economic literature. Effects haeen documented on cognitive and non-
cognitive skills including drug use, criminal bel@y and academic performance from early
childhood to college. In general these studies fiteinem experiments where the exogenous
formation of groups addresses the endogeneity ef ggection. Many policies have been
based on peer effects: schools for gifted childetking/sorting of students within schools,
and desegregation policies are among them. Soitteeséd policies have created debate
among policy makers and scientists for their immarcinequality. Surprisingly little is
known about the impact of the time duration of hpser connections on social outcomes. In
the third essay (Chapter 4), | analyze the effetsscommon elementary school practice of
breaking classes apart and joining students frdfardnt groups at the beginning of the
school year.

The first essay (Chapter 3) is titled “InvestorgaRtion to Environmental
Performance: A Global PerspectiveNdgwsweek “Green Rankings.” Its contribution to

the literature is twofold. First, it adds a worlérket dimension to environmental rankings
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and the response of investors. This is true bedéas&100 includes stocks traded in nine
different exchanges (NYSE, London, Paris, Frankfavtitzerland, Hong Kong, Shanghai,
South Korea, and Tokyo) from companies based or aidke continents (e.g., the US and
Brazil in America; the United Kingdom, France, talGermany, Spain, and Russia in
Europe; and China, South Korea, and Japan in ASegond, the study quantifies the
marginal effects of the ranking on stock prices.eyploying cross-sectional models of
abnormal returns against rankings, we are ableterchine marginal effects that cannot be
computed from the cumulative abnormal return dtasigypically used in event studies.
Third, we investigate the impact of rankings omunes by industry sectors. Finally and most
importantly, to our knowledge it provides the fiestidence of the existence of heterogeneity
among investors in regard to their interest in pastormance and managerial quality as
predictors of future environmental performance.

The second essay (Chapter 3), “Competitive Intemastbetween Grain Railroad
Rates and Barge Rates in the Mississippi Waterwates,” analyzes the competitive
interactions between grain railroad rates and beatgs in the Mississippi waterway system.
US grain exports require large distance transportdtom the Midwest to the ports in the
Gulf and Pacific Northwest (PNW). For this reasbarge and rail transportation are
preferred to trucks. Barges are able to carry oneft cargo 576 miles per gallon of fuel,
compared to 413 miles by rail and only 155 milesaforuck (Maritime Administration,
2010). Also, the capacity of a barge, 1,500 tan45i times that of a rail car and 60 times that
of a truck. Barge and rail transportation are gisderred from an environmental point of
view. Trade transportation by barge releases 3&pétess pollutants than diesel trains and

373 percent less than diesel trucks (Maritime Adstiation, 2010).
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In this chapter 3, by means of simultaneous egugstioodels of barge rates and
railroad rates, within the period 2002-2012, pqciee elasticities were estimated for the
three major grain crops: corn, soybeans, and wResults differ by railroad lines, some
show complementarity behavior with barges whileeadlshow competitive behavior. Water
levels, real exchange rates, ocean rates, and gieses affect barge rates. Ocean rates
complement the inland transportation servicesréath their respective export ports. This
chapter expands the scarce literature on rail-bemggetition by concentrating for the first
time on the effect of barge rates on railroad ratesanalyzing the effect of distance between
origin and the Mississippi waterway system on tkempetitive interactions.

The third essay (Chapter 4), “Oh, the More We Gmgjether: Peer effects in Early
Elementary School,” considers the STAR programluteta to analyze the impact of keeping
classmates (kindergarteners) on school performarnmeTennessee STAR (Student Teacher
Achievement Ratio) program, a large scale classexperiment on elementary school,
randomized the initial allocation of teachers atudignts in kindergarten within each school
and randomly mixed up students of large classdsedbteginning of first grade. The data
collected in the STAR program has information oa%Students that attended kindergarten
and first grade in the 79 STAR patrticipating sclsoMeasures of school performance
include the probability of being recommended fadg promotion, cognitive and non-
cognitive skills.

Regressions of recommendation for passing gradk¢agnitive and noncognitive
skills are estimated in this chapter for first,@®t and third grade. The cognitive variables
include annual recommendation to pass a gradeeshddores (math, reading, listening and

word). Noncognitive skills include annual motivatiscores, selfconfidence scores, and days
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absent. The explanatory variables include charatitey of the student and their classmates
(measured at kindergarten to prevent endogenéityteachers, and the school that was
presented in the data section. Besides the estimafifixed and random effects models, this
study encompasses modern microeconometric techmlueecognizing that individuals
within schools come with a natural nesting and enpnts cluster sample techniques, like
clustering errors and generalized estimation egudGEE) models (Wooldridge, 2010).

This chapter is, to my knowledge the first to femddence supporting the importance
of time on peer effects. Specifically, the effetpeers does not depend only on their abilities
and skills, but also on the time they have beemspddis is true even when there is not
endogenous peer selection over time. These rdgisimplications for educational policies
like random mixing and sorting/tracking. For examorting/tracking policies may also
affect students, not only by changing the levehefpeers and allowing to adjust educational
programs, but also by losing long time known pea&ssa consequence, these policies may
also have negative effects on the social capitdt@student and the class that might be

detrimental for child development.
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CHAPTER 2. INVESTORS’ REACTION TO ENVIRONMENTAL PERPRMANCE: A
GLOBAL PERSPECTIVE OF NEWSWEEK'’S “GREEN RANKINGS”
Juan M. Murguidand Sergio Lence

Abstract
We use event study analysis to determine whetleeretflease of Newsweek’s “Global

100 Ranking” is relevant for the market. We looloaé- and two-day event windows to
check two possible reactions of the market: chang#dse value of an equal-weight portfolio,
and changes in the relative price of the stocks. résults show that the market reacted to the
“Global 100 Ranking” by changing the relative prafehe stocks, but not the value of the
portfolio. Specifically, getting one position clege the top of Newsweek’s “Global 100
Green Rankings” increases the value of an averagarf the list by eleven million dollars.
There is also some evidence of a stronger reaofioon-US-traded stocks compared to US-
traded ones. Non-heavy sector stocks display a nobrest reaction to than heavy sector
stocks. We find that investors in US-traded staalkesmore interested on past environmental
performance than on managerial quality, while thpasite is true for investors in non-US-

traded stocks. Results are robust to alternativeetgpecifications.

Keywords: Environmental ranking, event stublgwsweeknagazine.

JEL Codes: M14, G02, G14, G24, Q51, Q56.

1. Introduction
Socially Responsible Investing, an investment sgathat favors corporate practices
promoting environmental stewardship, consumer ptime, human rights, and diversity,

represents 12% of the $25.2 trillion in total woalkskets under professional management

! Primary researcher and author.
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(Social Investment Forum 2010). Socially RespomrsibVesting has become a dynamic
research area in recent years (Gezizgl 2003; Kurtz 1997; Sauer 1997; Cummings 2000;
Abramson and Chung 2000; Bawtral 2002; Mill 2006; Lobe, Roithmeier and Walkshausl
2009)? The popularity of Socially Responsible Investirgg ied to the development of
indexes like the Dow Jones Sustainability Index3DJin which environmental
responsibility weights 9.2% (Fowler and Hope 2007).

A specific environmental index created in 2009 ¢dirgy the Socially Responsible
Investing audience iNewsweek “Green Rankings.” Its first edition included tHgS 500
List,” which comprises the 500 largest publiclyeteal US companies. Its second edition,
released online on October,@010 at 8 a.m. US East coast time, added thegb 00
List,” involving the 100 largest publicly tradedrapanies worldwide. Thed¢ewsweek’s
rankings mostly use existing information about hexdd of environmental indicators and
models. Nevertheless, they provide new informalipipresenting a clear unique measure of
environmental performance for each company. Thidigly available measure may help
coordinate expectations about how the market weiglof the environmental data
available. It also gives small investors accesogily environmental information, and
increases public awareness about the largest caegbanvironmental performance.

The present study applies financial tools to aseésther stock values reacted across
world markets to the announcement of indexes yrghssize the environmental
performance of the world’s largest publicly-trad@anpanies. The environmental index
selected for this purpose is the “Global 100 Ragk{ic100), a ranking of the 100 largest

public companies by market capitalization. The G&0Mprises stocks traded in nine

> Kitzmueller and Shimshack (2012) provide an extengeview of this literature.
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different exchanges across the world, which allog/$o study whether there are differences
in the reactions of investors operating within andside the US stock markeSpecifically,

we analyze (a) whether there are changes in theadlan equal-weight portfolio of the
companies on the ranking; (b) whether a comparariking position affects its stock value;
(c) whether there are differences in the reactiorthe ranking of US-traded companies
compared to non-US-traded companies; and (d) whéteaeactions to the ranking differ
across industry sectors.

The present study contributes to the literatur®un aspects. First, it adds a world
market dimension to environmental rankings andéisponse of investors. This is true
because the G100 includes stocks traded in nifereliit exchanges (NYSE, London, Paris,
Frankfurt, Switzerland, Hong Kong, Shanghai, Sd{tihea, and Tokyo) from companies
based in most of the continents (e.g., the US aadiBn America; the United Kingdom,
France, Italy, Germany, Spain, and Russia in Eyrapé China, South Korea, and Japan in
Asia). Second, the study quantifies the marginf@lots of the ranking on stock prices. By
employing cross-sectional models of abnormal retageinst rankings, we are able to
determine marginal effects that cannot be compiuted the cumulative abnormal return
statistics typically used in event studies. Thiwe, investigate the impact of rankings on
returns by industry sectors. Finally and most inguatty, to our knowledge it provides the
first evidence of the existence of heterogeneitpmagnnvestors in regard to their interest in

past performance and managerial quality as presictofuture environmental performance.

*We use the G100 because, unlike the “US 500 Listl’@her environmental indexes, it
includes both US- and non-US-traded firms. The 808 List” has been analyzed by
Anderson-Weir (2010), Murguia (2010), Blumenshind &/unnava (2010), van lwaardenl
et al (2010), and Lyon and Shimshack (2011).
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Previous studies have analyzed the impact of enmemtal news and rankings on
stock markets, with results showing positive catieh between economic and
environmental performance (Murphy 2002). Environtaenews studies have included the
Toxic Release Inventory of US firms (Khana, Quinaad Bojilova 1998), pollution
information of S&P 500 companies (Konar and Coh@d13, explosions on chemical plants
worldwide (Capelle-Blancard and Laguna 2010), aarth@n disclosure (see Busch and
Hoffmann 2011 for an extended literature revievgm® of these studies found significant
effects (Capelle-Blancard and Laguna 2010; Kondr@ohen 2001), whereas other studies
uncovered significant effects only when repeatéormation was released (Khana, Quimio,
and Bojilova 1998). Busch and Hoffmann (2011) répaat, for companies in the Global
2500 Dow Jones, corporate environmental performpags off when using carbon
emissions as an outcome-based measurement. Maigiédisbein and Walsh (2007) provide
an extensive review of the literature linking caigte financial performance to corporate
social performance.

Studies involving environmental news and rankinggehbeen performed for Japan
(Nagayama and Takeda 2007, Yamaguchi 2008, anddaaked Tomozawa 2008) and the
US. For the US, some studies used the KLD rankihgnileeet al. 2010; Walter 2009;
Dawkins and Fraas 2011)yhereas others focused Newsweek’sanking (Anderson-Weir
2010; Murguia 2010; Blumenshine and Wunnava 2040;Iwaardenét al 2010; Lyon and
Shimshack 2011). In the caseNdwsweek’sanking, Anderson-Weir (2010), Murguia

(2010) and van Ilwaardeast al (2010) found no significant effects Newsweek “Green

*In general, these papers find a positive relatignbetween environmental performance
and voluntary climate change disclosure.
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Ranking 2009” on the returns of S&P 500 stocks, &g Lyon and Shimshack (2011) did.
Blumenshine and Wunnava (2010) found that compamiigshigh environmental rankings
have higher market capitalization values. They tated that either investors include
environmental factors when pricing stocks, or thhigh environmental rank indicates other
intangible variables that contribute to a compawgkie.

Succinctly, our results indicate that the markatted to the G100 by changing the
relative prices of the stocks included in it, bat the value of the equal-weight portfolio of
such stocksSpecifically, increasing ten positions in the ramgkimproved the value of a
stock by 0.1%, or 113 million dollars for the avggacompany capitalization. There is also
evidence of a stronger reaction for non-US-tradedks compared to US-traded stocks, and
a more robust one for stocks in the non-heavy secimpared to the ones in the heavy
sector. Non-US- and US-traded stocks reacted diftealso with respect to past
environmental performance and environmental mamaggrality. In particular, US-traded
stock returns appear to be affected only by pasbpeance, whereas non-US-traded stock

returns seem to respond only to managerial quality.

2. Theoretical Framework
Why should investors care about Corporate SociapBesability (CSR)? Chatterji, Levine,
and Toffel (2009) propose four possible motivatirsinvestors to desire transparency

about both past social performance and current gaia decisions that influence future

> The differences in results may be due to the ew@rdows selected, and the methods
employed for estimating abnormal returns. Murg@@l1Q) analyses one and two days (the
event day and the next one), Anderson-Weir (201@etdays (the day previous to the event
plus the event day and the day after), van Iwadretesl (2010) one year, and Lyon and
Shimshack (2011) three and four days (startingltheof the event).
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social performance. The first motivation is basedhe idea that socially responsible
companies may perform better financially by atiregsocially responsible consumers,
reducing the thread of regulation, and reducingceams from activists and non-
governmental organizations. The second motivasahe driving force underlying
“deontological” investors, who do not want to ptdfom unethical behaviors. Deontological
investors care about past performance becausevdatyto ensure that current profits were
not earned from previous unethical behavior, aeg #iso care about current management to
avoid future scandals which would taint future geofThe third motivation is associated
with “consequentialist” investors, who are drivgnabdesire to reward good behavior and
decrease the market share of environmental irressiplerfirms. The fourth and final
motivation corresponds to “expressive” investorspwvant to show to themselves or others
that they are socially responsible.

Kitzmueller and Shimshack (2012) discuss extengitred existing CSR theories and
the supporting evidence. Regardless of the motietind CSRE there are investors who
seek transparency in social rankings, in the sehsembining an accurate summary of past
performance, and a careful evaluation of currermagarial actions likely to influence future
environmental performance (Chatterji, Levine, aodfd 2009).

Chatterji, Levine, and Toffel (2009) suggest thatife research should examine how
the holding of socially responsible funds changestakeholders are provided with more

transparency about corporate social performanakaegue that stakeholders might be

® Ditlev-Simonsen and Midttun (2011) provide a garéinswer in this regard. In a survey of
corporate leaders they find that branding, staladrsl and value maximization are assumed
to be key motivators of CSR by senior managerb®®0 largest Norwegian corporations.
They also report that corporate leaders believeasability and branding should be the key
motivators of CSR by senior managers of the 20etrilorwegian corporations.
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heterogeneous in their responses to higher-quafitymation. To the best of our knowledge,
the present study is the first one to provide ewviaeof the latter, in the form of US-traded
stocks reacting differently to the G100 announcdrmmempared to non-US-traded stocks.
We also provide evidence about what investors fookn practice, which might be

beneficial for the construction of environmentalexes. We find that investors in US-traded
stocks are more interested on past environmenttdrpgance than on managerial quality,
while the opposite is true for investors in non-ty&led stocks. Our results for US-traded
firms are consistent with Chatterji, Levine, andféb(2009), who found that KLD pollution
prevention scores predicted pollution or regulatiamiations for companies regulated by the
US Environmental Protection Agency.

According to Chatterji, Levine, and Toffel (200&)easures of (environmental)
managerial quality are relevant when they contie hoise and have substantial
incremental information about future environmeiaicomes not contained in history alone.
They present a theoretical model based on thess ide the selection of the optimal weight
in a social index. In our study, managerial quabtyepresented by its environmental policies
and its reputation (the correlation between both34), which have a correlation with
environmental performance of 0.35 and 0.03, respadygt It is possible then that managerial
quality might be relevant for predicting future @enmental performance, provided it is not
too noisy.

Errors in CSR measures, and particularly in envirental rankings, may cause
market inefficiencies and explain different resuéigarding their impact on stock
performance (Chatterji, Levine, and Toffel 20099i$y measures may be the reason why

some studies find little correlation between CSRrite and financial performance.
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Alternatively, if consumers or investors are midbgtthe errors, studies finding a positive
correlation may overestimate the true relationgi@veen actual CSR and financial
performance. These limitations must be taken intmant when evaluating the results of the
present study, because measurement errors angtikaffect the indexes employed for the

analysis.

3. Data
Data in the present study include the G100, stetitkins, nine stock exchange indexes, and

Fama-French indexes. A detailed explanation follows

3.1 Newsweek’s “Global 100 Ranking”

The G100 consists of a ranking of the world's Higdst (by market capitalization)
companies according tdewsweek “Green Score.” The Green Score is a weighted sum
three component scores that are designed to coreptezach other, namely, the
“Environmental Impact Score” (EIS) with 45% weigtite “Green Policies Score” (GPS)
with 45% weight, and the “Reputation Survey ScqRSS) with 10% weight. The raw
component scores were first converted to standeddralues called Z scores, which reflect
how individual companies performed relative to éiverage. The Green Score, as well as
each component score, is published on a scale Iromorst performing) to 100 (best
performing) NewsweeR010).

The EIS is an index of past environmental perforceamased on data compiled by
Trucost. It measures the total environmental impéet corporation’s global operations (90

%) and the disclosure of those impacts (10 %).HlIgincorporates more than 700 metrics,
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including emissions of nine key greenhouse gasatenuse, solid-waste disposal, and
emissions that contribute to acid rain and smogef\tublicly disclosed environmental data
are available, they are used to evaluate a comparigrmance for each impact metric. An
economic input-output model is used to calculateaticompany and supply-chain impacts
in cases where data are unavailablewsweeR010).

The companies are classified into 15 sectors aooptd the FTSE/Dow Jones
Industry Classification Benchmark. Therefore, tolyaassess impacts for companies
operating in more than one industry, a benchmargysgem was used. To make it possible
to compare companies of different size, this systaloulates environmental impact in
dollars per dollar of sales. This accounts for 9tf%he raw EIS; the remaining 10 %
measures the disclosure of usable data. In theataseesting firms, rankings are adjusted to
take into account the impact of the equity undenageamentNewsweel2010).

The GPS is a managerial performance index basedoalels provided by MSCI, and
assesses how a company manages its environmeotadift. To estimate the GPS, MSCI
created a model that measures the quality of eacipany’s environmental reporting,
policies, programs, and initiatives. More than ii@i¢ators are incorporated into the GPS,
and categorized into five issues, namely, (a) dérnange policies and performance, (b)
pollution policies and performance, (c) product aof (d) environmental stewardship, and
(e) management of environmental issues. They asldrespectively, how well each
company manages its carbon emissions; how well eaicipany manages its non-carbon
emissions to air, water, and land; the life-cyapacts of each company’s products and
services; how well each company manages and sskegdl resources; and the quality of

each company’s track record of managing environatersks. Data on regulatory
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compliance, lawsuits, controversies, and commumpacts are also among the indicators
taken into account within each categare(swee010).

The RSS is another managerial index, but based @piaion survey of CSR
professionals, academics, and other environmerpares who subscribe to
CorporateRegister.conA total of 14,921 surveys were sent out askintheaspondent to
rate a random sample of 15 companies on a slidialg ¢1 to 100) from “laggard” to
“leader” in three key green areas: environmentdiopemance, commitment, and
communications. Of those surveyed, 2,480 were enmental sector specialists that were
only asked to score companies in their sector pédise. The survey’s response rate was 12
%, twice the rate for the 2009 reputation survdyie€Gexecutive scores, sector specialists,
and other participants were given a weight of tht@e, and one, respectively. Each
company’s performance, commitment, and communicatgzores were then averaged to
produce its raw RSNewsweelR010).

Companies that appear on both the US and Glolslitighe 2010 edition have
different Green Scores and component scores beocanselizations are different.
Moreover, it is not possible to compare companyesover time due to the changes in the

methods used to construct thele(vswee010).

3.2 Stock Returns and Indexes
Values of stocks and market indexes adjusted bisspid dividends were obtained from
Yahoo Financé.When a company'’s stock data were not availabléh®period under study,

the company’s web site was used as the sourcdéavfmation. In three instances (Nissan

7 Yahoo Finance web page for US and Asian stockd | arited Kingdom Yahoo Finance
web pages for European stocks.
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Motor, Toshiba, and Lukolil), pink-sheet data (i@/er-the-counter transactions in the US)

were used as a last resource.

Seventy one of the companies in the G100 are tradéne US. Out of the remaining
29 companies not traded in the US, 25 are tradédirope and four are traded in Asia. For
companies trading in more than one stock marketanmency, the market selected was the
one with the highest average daily volume. Sineectmpanies in the ranking are traded in
nine different stock markets, the indexes usedideINYA (New York, 1,900 largest
stocks), the SSE Composite Index (Shanghai, atksjpthe Hang Seng Index (Hong Kong,
50 largest stocks), the Nikkei 225 (Japan, 225asirgtocks), the Kospi Composite Index
(Korea, all stocks), the CAC 40-Paris (France,af@dst stocks), DAX (Germany, 30 largest
stocks), SMI (Switzerland, 20 largest stocks), etredFTSE 100 (United Kingdom, 100
largest stocks).

For each stock in the G100 and the nine markexegledaily excess returns were
calculated by subtracting the risk-free rate (mez$as the interest rate on the one-month
Treasury bill, downloaded from French’s web pageifeh 2011)) from the respective rate
of return. Following the literature (Fama and Fled®98; Griffin 2002; Hou, Karolyi, and
Kho 2011; Fama and French 2012), rates of returthiB29 non-US-traded stocks and the
market indexes other than NYA, were computed kst ionverting the values denominated
in foreign currencies into US dollat$or this purpose, the corresponding daily exchange
rates from Oanda (2012) were used.

Fama-French factors for US-traded stocks were doaddd from French’s web page
(French 2011). The Fama-French factors are thel-smialis-big factor §MB,), the high-
minus-low factor HML,), and the factor consisting of the average retarthe two high

prior return portfolios minus the average returrtlmatwo low prior return portfolios at time

® This procedure ignores exchange rate risk (Fardéeaench 1998; Griffin 2002; Hou,
Karolyi, and Kho 2011; Fama and French 2012). filies purchasing power parity, and that
the stocks considered cannot be used to hedgermyehzk (Fama and French 2012).
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t (MOM,). SMB; is the difference between the return on a podfofismall stocks and the
return on a portfolio of large stocks at titnevhereadiML; is the difference between the
return on a portfolio of high-book-to-market stoeksd the return on a portfolio of low-book-
to-market stocks at tinte Unfortunately, to the best of our knowledge, la@alogs of the
SMB,, HML,;, andMOM; factors for non-US-traded stocks are not availabla daily basis

(Ken French personal communicatidn).

4. Methods
Based on the previous discussion, it is hypotheddizat the publication of the G100 may
have impacted the listed firms in two ways, nam@y by affecting the overall value of the
firms comprised in the G100 relative to firms natluded in the index, and/or (b) by
inducing changes in the relative prices of the Giid@s according to their respective
rankings. A third testable hypothesis is whethgegtors were more interested in past

environmental performance or present manageris ski

The first hypothesis is tested by analyzing thaisicance of the abnormal return of
the equal-weight portfolio of firms in the G100 whide index was released. The second and
third ones are tested by regressing the compaalesirmal returns against their respective
rankings (cross-section OLS models). Both methoe®xgplained in detail in the following
subsections. Finding out that the aforementionedszsection OLS models are statistically

significant would support the idea that the markeicted to the G100 announcement. These

® Fama and French (2012) constructed monthly faétmr@3 different countries to study
their effect on international stock returns. Kubatal Takehara (1997) also constructed
monthly factors for Japan. Exeter University hagdes calculated with a monthly frequency
for the United Kingdom
(http://xfi.exeter.ac.uk/researchandpublicationgfpbosandfactors/index.php). For Canada
there are daily factors, but the series has bedatag only until 2009
(http://expertise.hec.ca/professorship_informatforanciere_strategique/fama-french-
canadian-factors/).
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findings cannot explain how the market used therinftion releasetf,but might provide
evidence regarding whether investors care moretabhanagerial practices or past
performance, and whether there is homogeneity atoeks in this regard. In contrast, the
statistical insignificance of these OLS models wiandicate that there was no evidence of
the G100 release affecting the market during tlemewindow.

In this paper event studies methods are appli@dtess whether the release of the
G100 had an impact on the values of the firms uhetLiin it'* Event studies rely on the
estimation of each firm's abnormal returd® ;) at dater, which are a measure of the
unexpected change in security holders’ wealth aatatwith the event. Abnormal returns

are calculated as
ARz =Ry — E (Riz| X ) (1)

wherer; ; denotes companys excess return at time andE (Rl-,r| KT) IS companyi's

expected excess return at timeonditional on the value of the vector of variae. Here,

the conditional expected retuEI”(Ri,T| &) is estimated by means of two alternative models,
namely, the market model (2), and an extended meisi the Fama-French Four Factor

Model (FFFM) (3}?

R;; = a; + B; MARKETRF,; + n;; (2)

1% Our tests do not distinguish among the possit#erétical motivations (presented earlier
in section 2) underlying investors' reaction to 8E00. For example, investors may react
because the ranking contains new information. Aligvely, they may react because the
release of the ranking helps coordinate how tapmét the large amount of information
condensed in the G100, even though the basic irommight not be new.

1 Event studies in financial markets examine thealsign of firms’ stock prices around a
specific event (see MacKinlay (1997) for a detadeg@lanation of event study methods).

2 FFFM is the result of the work of Fama and Frefi®93) and Jegadeesh and Timman
(1993). FFFM extends the traditional single fact@rket model to explain abnormal returns
that the latter model was unable to account for.
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Rit = o; + Bi MARKETRF, + s; USSMB, + h; USHML, + m; USMOM, + €;, (3)
whereMARKETRF; is a vector comprising the excess rates of ratarthe nine market

indexesUSSMB;, USHML,, andUSMOM;, are Fama-French factors for US-traded stoaks;

B:, si, h;, andm; are regression coefficients; and ande; , are regression residuals.
The nine market returns comprisedMARKETRF; are included as explanatory

variables, because the existing literature on natiegl international asset pricing indicates
that it is more appropriate to use factors spetifithe markets where stocks are listed than
global factors (Karolyi and Stulz 2003, Griffin 20Fama and French 201%)The

estimation using nine market factors improves idieation. Although it would be desirable
for the market returns in regressions (2) andd®xclude the companies in the ranking,
such data were not available. The second bestrostim use a portfolio for each stock
market that includes the companies of interestwhase performance is not strongly
affected by such companies. This is achieved byl@ymy market portfolios that comprise a

large number of other companies, causing a diluftect

3 We thank an anonymous referee for this suggesfiama and French (2012) examined
local versions of the factor models in which thieines to be explained are from the same
region, and found that global models perform poodgnpared to local ones. Their results
are in line with Griffin (2002), who found that aatwy-specific factors explain returns better
for portfolios and individual stocks in the casé&)&, United Kingdom, Canada and Japan.
Hybrid models including both local and global fastbave been found to add no explanatory
power compared to their purely local counterpadsffin 2002, Fama and French 2012).
Interestingly, we find that local market factorerfr markets other than the one where the
stock is traded are sometimes significant in exjog returns (e.g., asian markets affect
Asian-based companies trading in the US).

" The dilution effect is important in all stock mat&. For example, only 71 out of 1,900
firms in the NYA are included in the G100, reprdsen34% of the market capitalization of
the New York Stock Exchange. Stocks in other markatve even lower relative market
capitalizations.
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Ideally, the set of explanatory variables in regi@s (3) should also include local
Fama-French factors for the non-US-traded stocam@and French 2012). That is not
possible, however, because daily SMB, HML and MQ@ighl factors are available only for
US-traded stocks. Hence, rather than omitting tBeFdma-French factors, they are included
because they may help explain non-US-traded s&tckns. Proceeding in this manner
creates no estimation problems; in fact, it grettylitates the estimation from a
computational point of view, as for the case of¢bmpanies it reduces a 100-equation SUR
to an OLS estimation problefn.

Based on the length of the estimation periods afyiemployed in the previous
literature (MacKinlay 1997), regressions (2) angw@re estimated using data for dates
10/5/2009 through = 10/4/2010. This period excluded the 10 tradiagscbefore the release
of the information, to avoid biases from potenidbrmation leaks close to the event
(MacKinlay 1997). The selected interval resulte@%® observations for US-traded
companies and some non-US-traded firms. For othetUS-traded companies the number
of observations was slightly different from 250edo differences in holidays and other non-

trading days across countries over the fixed calepdriod. Given the estimates of

> It seems unlikely that including local SBM, HMLhdMOM factors would change the
general results of the present study. This isbesause the cross section models for the 71
US-traded stocks yield very similar results whetherFama-French factors are included or
not (see tables 8 and A4). The effect of not iniclgdocal SMB, HML and MOM factors
might be negligible especially due to the sizeheffirms. Fama and French (2012) find that
SMB, HML and MOM vary with firm size, with the exggon of Japan. While they do not
find size premiums in any region studied, therevatae premiums in all regions and
momentum premiums in all but Japan. Previous s$utiee also reported the lack of
momentum in Japan (Assness, Moskiwdnd Pedersen 2009; Chui, Titman, and Wei 2010;
Kubota and Takehara 1997). Interestingly, bothe@and momentum premiums are smaller
for larger firms (Fama and French 2012).
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regressions (2) and (3), abnormal returns for #ite df interest are respectively computed

from equations (4) and (5), respectively:

ARz = Ry — (@ + B MARKETRF, ) = fi;, (4)

ARz = Ris — ( @ + B; MARKETRF, + §; USSMB, + h; USHML, + fi USMOMT) (5)
= €.
Using abnormal returndr; , resolves the potential problem of reverse cays@lé., the
G100 may be correlated with financial performanog$y because more profitable firms in
the past were able to invest more in CSR). Thdtass correlation can be interpreted as the
G100 impacting abnormal returns, because we cofurgast performance when estimating

expected returns.

4.1 Equal-Weight Portfolio’s Abnormal Return Test Satistic
To assess whether the release of the informaticneased the value of the entire set of

companies on the list, the following test statistacs employed

AR, 6
Ji = p— ~N(0,1) (6)
AR,

wheredR, = YIZ1°° AR, ;/100, oz, is the corresponding standard deviati¥igg,1) is the

standard normal distribution, amds the day of the online release of the G100, ©etober
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18", 2010 That is, the test statisti¢ is the equally-weighted portfolio's abnormal ratur

normalized by its standard deviation.

4.2 Cross Sectional Models

The test statisti¢, is not recommended to test whether the G100 relaffiscted relative
stock prices according to their ranking performaridesre are at least two reasons why this
is the case. First, there is a loss in estimatfbaiency, because the sample must be split into
company groups according to ranking positions (&igh-, medium-, and low-ranked firms)
to assess the effect of the ranking position ugin§econd and more importantly, finding out
statistically significantly differenf;s would only allow us to sign the marginal effettie
rankings. For these reasons, we apply a crossssattipproach to analyze whether the
market reacted by changing the relative price efsfocks comprised in the G100.

The advocated procedure consists of a cross-sedti@hregression of each firm's
abnormal returnsAR; ;) based on equations (4) or (5), against the réispeirm’s ranking

(GREENRANKING;):

AR, = 0grz + Bgr: GREENRANKING + @gg - (7)

whereggr ; is a regression residual, angs October 18, 2010 (i.e., the day of the online
release of the G100). To further investigate the{pecific impact of the G100, cross-

sectional OLS regressions (8) through (10) weteditas well:

'® The independence assumption of individual firntsi@mal returns is violated in the
present application, because the event time iepityfclustered due to the fact that
information was released at the same time foratiganies. A solution is to estimate the
abnormal returns of a portfolio of companies (Madiy 1997).
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AR, = g5z + Bgs: GREENSCORE + g ; (8)
AR; = aggrr + Becrr EIS + Beere GPS + Begrr RSS + @egrc ©)

whereGREENSCORE, EIS, GPS, andRSS are respectively the firm-specific Green Scor&,El
GPS, and RSS, aritISRSS = EIS — RSS. Robust standard errors were computed for all
regressions’

To investigate the robustness of the findings, &sEctional regressions analogous to
(6)-(10) were also fit using each firm's cumulatalnormal returns over the two-day event
window consisting of October T'&and 19, 2010 (i.e., the day of the G100 release plus the
following day, to account for time zone differen@&soss countries). That is, the dependent

variable in such regressions consists of

=t 11
CARyeiep = ). ARy (11)

wheret, andr, are respectively October 8@&nd 14', 2010. Further, cross-sectional
regressions were also estimated separately fot different sets of companies, namely, (a)
all of the companies, (b) G100 top 50 companiesi@I0 bottom 50 companies, (d) heavy

sector compani€'$, (e) non-heavy sector companies, (f) US-traded emigs, (g) non-US-

7 Regression (10) corrects EIS by RSS, to contmopfeviously available information.

¥ Industries are classified as belonging to the paaetor if they are potentially highly
pollutant. The heavy sector includes basic matra@nsumer products and cars; general
industrials, industrial goods, oil and gas; tramspad aerospace; and utilities. The non-
heavy sector consists of banks and insurance;daddeverage; media, travel, and leisure;
pharmaceuticals; retail; and technology.
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traded companies, and (h) non-heavy sector USdredepanies. A total of 128 cross-
sectional models were estimated, 64 wiRt} ; as the explanatory variable, and the other 64

with CARi,(Tl:‘L'Z) instead.

5. Results and Discussion
The next two subsections discuss the findings ceggrthe impact of the G100 on both the
general and the relative value of the firms inchlideit.

5.1 The Impact of the G100 on the General Value die Listed Firms
Result 1. The release of the ranking did not insecie price of the equal-weight portfolio of

companies in the G100.

The test statisti¢, is statistically non-significant for the equal-giet portfolio. Thus, the
release of the ranking did not affect the pricéhef portfolio of companies in the G100,
provided that there are no other confounding eff6®he may argue that there is no reason
for an improvement on the value of the portfoliechuse the new information allows only
for a comparison among the companies on the lishakge in the value of the portfolio
would have implied that a comparison with companigsincluded in the G100 was
possible.

Event studies analyzing one firm or a small nundidirms often check for
confounding effects, especially when testing tigmificance of the test statistic. It may
happen that other “new information” affects thefpenance of the company on the day the
information of interest is released, leading tamect conclusions. On the day the G100 was
released, the major news were related to higher-éixpected earnings from Citigroup, and

an improvement in the housing sector that pushiegpup (cnn.money.com a). Companies
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in the banking sector were among that day’s tofopmers, with average abnormal returns
of 0.0081%, or 1.23 standard deviations higher tharaverage of all companies in the
ranking (Table 1). This may have caused the pri¢beoportfolio to go up, creating a
positive bias on the estimation of the effect ahigen the G100.

In some cross-sectional models the next-day infdomas also used. The stock
market declined the day after the release of theOGGdue to reports that a group of
bondholders were trying to force Bank of Americagpurchase bad mortgages. There was
also a surprise rate hike by the Chinese governmedtmixed data on the housing market
and corporate results (cnn.money.com’@ot analyzing these confounding effects might
bias the estimates of the marginal effect of th@@it the “new information” is correlated
with the ranking. However, it is difficult to finplausible reasons for such kind of correlation
to exist.

Confounding effects can be ignored for the remaindéhe study, because of the use
of cross-sectional models and the methodology tsednstruct the G100. If on the day of
the G100 release another event(s) affected reaamuss all firms, its impact would be
controlled for by the constant in the cross-seetionodels>’ This would also be true for any
event affecting a group of companies, provideddis#&ibution of such group in the G100 is

similar to the distribution of all the companiegi list. In particular, since the G100 is

% In particular, Bank of America reported a thirdagier net loss of $7.3 billion, Goldman
Sachs disclosed a 40% plunge in profit for thedtiquarter, J&J stated a dip in sales, Yahoo
reported less than expected sales, and Intel acaduan up to $8 billion investment.

2 For example, the news about improvement in thesingusector might have pushed prices
up in general, which would affect the constant,iitthe slope, of the cross sectional
models.
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constructed to make the ranking comparable acnoksstries, any event affecting firms in a

specific industry should only affect the constanthe estimated cross-sectional models.

5.2 The Impact of the G100 Release on the RelatifAices of the Listed Firms

Key statistics for the cross-sectional modelstfastimation step are presented in Table 2.
Out of the 100 estimated FFFMs, the F-test indgcttat 97 of them are statistically
significant at the 95% confidence level, with a medkexplanatory power of 56%. For the 97
significant models, the market index in which theck is traded is typically is significantly
different from zero, whereas indexes for other ratglare not. The coefficient corresponding
to the NYA market index is significantly differeftom zero in 68 of the models (66 US-
traded stocks and two European-traded stocks)has@ median value of 0.7975, a 95th
percentile of 1.4525 and a 5th percentile of -02165

Asian stock exchange indexes affected mostly Astampanies, independently of
whether the stocks were traded in Asian or Amerioarkets. Some American and European
stocks were also affected by Asian market indekhs.coefficients corresponding to
Shanghai’'s SSE Composite Index and Hong Kong’s Heeryy Index are respectively
significant in twelve and ten of the modétslapanese and Korean stock exchange indexes

affected US stocks. The coefficient correspondmdapan’s Nikkei 225 Index is significant

*! |In the case of banks and insurance (the industgiving most of the news on the day of
the G100 release), the ranking of the companiegasafrom 9 to 89, covering almost all of
the ranking range.

*> The SSE Composite Index coefficient is significimtall three of the Chinese company
stocks traded in Hong Kong, eight US-traded stoakd,one European stock. It has a median
value of 0.0130, a 95th percentile of 0.2057, aBthgpercentile of -0.1183. The Hang Seng
Index coefficient is significant for six US-tradedmpanies, four European, and surprisingly
none of the four Chinese companies traded in HooigoK It has a median value of -0.0117, a
95th percentile of 0.1153 and a 5th percentileDaf293.
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in 22 of the model&® and the one corresponding to South Korea's Kospingbsite Index is
significant at the 95% confidence level in 13 & thodels, but significant only at the 10%
level for the South Korean-traded stock of Samsing.

European indexes are mostly significant in modéEwopean stocks traded in the
respective exchanges represented by the indexeg.ark also significant, albeit at a lower
level, in models of European stocks traded in oEheopean exchanges, and US-traded
stocks of European companies. The coefficient fan€e’s CAC 40-Paris is significant in 29
of the model$? for Germany’s DAX in 26° for Switzerland’s SMI in 237 and for the
United Kingdom’s FTSE 100 Index coefficient in 1fftoe models?®

The Fama-French factors SMB, HML and UMD are sigaifitly different from zero
in a considerable proportion of the US-traded stocklels, whereas they are non-significant

for most of non-US-traded stocks. SMB is signifitadifferent from zero for 21 companies

> The Nikkei 225 Index coefficient is significantrfd4 US-traded stocks: eight of which are
of Japanese companies (Hitachi, Honda Motor, Toltutor, Mitsubishi UFJ Financial
Group, Sony, Toshiba, Panasonic, and Canon) andfan€hinese company (China
Mobile)—, five European, and three Hong Kong stazk&€hinese companies. It has a median
value of 0.0132, a 95th percentile of 0.2831 abthgpercentile of -0.1398.

** The Kospi Composite Index coefficient is signifitdor three stocks of Chinese
companies traded in Hong Kong; seven US-tradedkst@nd three European, and has a
median value of 0.0221, a 95th percentile of 0.3&3® a 5th percentile of -0.1837.

> The CAC 40-Paris Index coefficient is significénit 14 European-traded stocks, 13 US-
traded stocks —10 of European companies— and ong Kong stock of a Chinese company.
It has a median value of 0.0433, a 95th perceoti20105 and a 5th percentile of -0.3902.
°® The DAX Index coefficient is significant for 14 Expean traded stocks, 10 US-traded
stocks —seven of European companies— and two Hong Ktocks of Chinese companies. It
has a median value of 0.0093, a 95th percenti®3866 and a 5th percentile of -0.7999.

7 SMI Index coefficient is significant for 7 Europetraded stocks, and 15 US-traded stocks
—eight of European companies. It has a median \a&lu@ 0321, a 95th percentile of 0.4120,
and a 5th percentile of -0.6274.

8 The FTSE 100 Index coefficient is significant four Europe-traded stocks, three of
which correspond to companies based in the Uniiaddom with stocks traded in London;
11 US-traded stocks, eight of which consist of fpesn companies and one of a Taiwanese
company; and two stocks of Chinese companies tredddng Kong. It has a median value
of -0.0557, a 95th percentile of 0.8305, and ap&tftentile of -0.4678.
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(20 US-traded, and one Europe-traded), HML is §icgmt for 33 companies (30 US-traded,
and three Europe-traded), and UMD is significantlfo companies (13 US-traded, and four
Europe-traded). The likely explanation for the laclsignificance of the SMB, HML, and
UMD daily factors in the models for non-US-tradédc&s is that such factors are US-based.
Ideally, the models should include exchange-spe&8NMB, HML, and UMD factors, but as
explained earlier they were not available at aydaglquency for the period and stock
exchanges of interest.

Given the similarity of the results obtained frdme 1128 cross-sectional models fitted
in the second step, only the 64 models estimatied) tise FFFM abnormal returns are
reported here. The other models are presentedds Thathrough Tablé5in the
Appendix®® All tables in the paper have the same structuedé¥s numbered 1 to 4 have as
independent variable the Green Score, Green rapgregn components (EIS, GPS, and
RSS), and EIS minus RSS (EISRSS), respectivelysivier(a) of the models denotes the
case where abnormal returns are measured onlyeatiethof the information release,
whereas version (b) corresponds to the case wha@mal returns are evaluated over both

the day of release and the next day.

Result 2: An eleven million dollar step: Gettingegosition closer to the top of Newsweek’s

G100 increases the value of an average firm ifigidy 11.3 million dollars?

?® The table for non-heavy sector US-traded compasigst included in the appendix to
save space.

*® The average capitalization of a firm in the listsm 15 billion dollars as of September
2010. As a consequence, moving up one positionamanking, which increases the value of
a stock by 0.00984%, represents 11.3 million dsllar
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Ranking position and the Green Score affected gpacks on the day the information was
released in the expected direction: negative feréimking position, and positive for the
Green Score (see Figure 1). Table 3 shows thatat 6.6% of the abnormal returns on the
event day were explained in three different mobglthe Green Score (model 1-a), ranking
position (model 2-a), and Green Score componentsl¢iB-a), respectively. According to
these results, moving ten positions closer todpeof the ranking increases the value of a
company by 0.0984% with a 99% confidence level (@h@da). By comparison, the absolute
value of the daily return of the companies in tHGduring the estimation period (i.e.,

10/5/2009 through 10/4/2010) was 0.014% on average.

Result 3: G100’s top 50 performers reacted morersjly to the ranking than the bottom 50
performers.
We tested for the presence of non-linearities,fandd that the top 50 performers reacted
more strongly than the bottom 50 performers toGheen Score, the ranking position, and
the components in both event windows.
Table 4 and Table 5 show respectively the restitiseomodels for the top and bottom
performers. There is a proportionally larger pgpation of heavy sector stocks in the bottom
50 performers (22 companies), which reacted mouklyedo the ranking. To test for this
confounding effect, we estimated regressions obtittom 50 performers by sector. Results
are omitted to save space, but they show that tndb® heavy sector stocks were not affected
by being in the ranking (none of the models arai@ant). In contrast, non-heavy sector
stocks in the bottom 50 did react to the EIS onddnethe information was released (the

coefficient estimate equals 1.731 and is signifilyadiifferent from zero at the 5% level). The
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difference between the top and bottom companiesbragxplained in part by the weaker

reaction of heavy sector stocks, presented latdrampaper.

Result 4: Green Score components explain bettemtmi&et reaction than the Green Score
itself: EIS has a positive effect on stock prieesereas RSS does not have a
significant effect.

The explanatory power is higher using the compaehthe Green Score than employing

the Green Score itself (model 3-a versus model Oa) of the three components, the only

one significantly different from zero is the EIShéfRSS coefficient is non-significant in
either event window, which may be reasonable becausflects the market expectations
regarding the environmental performance of thedirirhe non-significance may be
explained by the efficient market hypothesis: thease provided information that had
already been incorporated into the prices. The GRSt significantly different from zero
either, suggesting that neither the companies’tegjmn nor their policies were relevant new
market information. Adding two non-significant coaments to the EIS to calculate the

Green Score seems to distort the EIS signal, radubie explanatory power of the Green

Score model compared to the components’ model.

Stocks in the non-heavy sector reacted fast t&tH@0, and took into account only
the EIS (Table 6). In contrast, stocks in the hesagtor reacted in a slower and slightly, but
non significantly, larger way with respect to th&0B ranking (|-1.764| > |-1.056|) and the
Green Score (2.966 vs. 1.879). However, they wetasignificantly affected by any of the
individual scores (Table 7). Ranking position anel Green Score impacted non-heavy stock

prices on the day of the information release inexygected direction: negative for the
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ranking position and positive for the Green Scéweording to the results, moving up ten
positions in the ranking and improving the Greear8dy ten points increased the expected
value of a non-heavy sector company by 0.11% ah@Po, respectively (Table 6, models 1-a

and 2-a). Increasing the EIS by ten points raisednapany’s abnormal returns by 0.122%.

Result 5: Non-US traded stocks exhibit a strongnet ‘amore prolonged” reaction compared
to US-traded stocks.
The reaction to the release of G100 of non-US tadecks in the two-day event window
was significantly different from zero, and largean the one- and two-day reactions of US-
traded stocks (Table 8 and Table 9). The reactiafSstraded stocks was in most cases
slightly smaller than, but not significantly difeart from, the reaction of non-US stocks for
the one-day event window. According to these resuaibving ten positions closer to the top
of the ranking increases the expected value of &ratfed company by 0.1007% with a 99%
confidence level (model 2-a Table 8), for the onen¢ window. For non-US traded
companies, the corresponding expected increas83%d(model 2-b Table 9, 90%
confidence level), for the two-day event windoweTdpparently slower and more prolonged
reaction for non-US traded stocks may be explabedifferences in time zones, as 8am US
Eastern Time Zone corresponds to 2pm in Europefiachours trading in Asian exchanges.
In particular, US-traded stocks of non-heavy sectonpanies were the ones that reacted the
most to the G100 (Table 10); moving ten positidoser to the top of the ranking increased

the value of a US-traded company in the non-heaetos by 0.133%.
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One possible explanation for the different behawiddS- vs. non-US traded
companies is the well-documented home bias piZzHeropean and Asian investors trade
more non-US stocks due to the equity home biasc(Sand Vanpee 2007). Also, European
(French and German) consumers are more willingippsrt CSR than Americans (Maignan
2001). Another possible explanation for the higteaiction of non-US traded stocks is that
more of the released information was relevantherrharket, which is plausible because
some of the US-traded companies had been asségspeetvious year in the “US 500 List”
(Table 9).

The Green Score components explain 25% and 41%eafdn-US traded stocks
abnormal returns in the one- and two-day event inchodels, respectively (models 3-a
and 3-b in Table 8). Results are robust regardiegign of the significant coefficients in
both models. Interestingly, the RSS coefficiemagative, a sign of investors’ adjusting for
existing informatior? Significant cross-sectional models using FFFM aiwad returns had
lower explanatory power than the ones excludingtBd~ama-French factors, e.g., 7.7% vs.
9.3% in model 1-a, and 6.6% vs. 8.4% in model 8-&able 3 and Table 11, respectively.
The sign and magnitude of the coefficients of ciemstional models based on the market

factor model abnormal returns are consistent viighsignificant cross-sectional models

*! The equity home bias is the difference betweenetsive weight of domestic equity in
the portfolio of country and the relative weight of countryn the total world market. The
equity home bias of the market portfolio in 2004381 for the US, 0.77 for EMU
members, and 0.79 non-EMU EU members (SchoenmakieBasch 2008); anoh 2005

was 0.78 for Hong Kong, 0.79 for Japan, and 0.9&twea (Sercu and Vanpee 2007). An
extended literature review of home bias puzzlev@lable in Karolyi and Stulz (2003), and a
list of home bias by country is available in tablef Sercu and Vanpee (2007).

32 The reaction of non-US traded stocks in the twpadmdow EISRSS model (model 4-b in
Table 9) is also significant and positive as expected.damh ten point difference in EISRSS,
the expected abnormal returns of a foreign tradedpany in the two-day event window
increases by 0.2634%.
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based on the FFFM abnormal returns. In this seéhsegsults presented here are the most
conservative ones.

Why did the estimated market factor model abnomeiairns outperform the FFFM
ones in the cross-sectional models? We expecteopihasite because the FFFMs have
higher explanatory power, as they include the USad&rench factors in addition to the
market returns. However, in most instances thetaaai factors in the FFFM were non-
significant (Table 2), and including them addedsedb our estimation of expected returns.
Therefore, the FFFM model is likely to incorporatevarranted noise. This may end up
being reflected in the predicted abnormal retuangte day of the event, thereby making the
FFFM-based cross-sectional models lose explangtmmer and even turn non-significant,
especially in the two-day event window case.

Previous results support the idea that a new “grpeatess which affects a
company's relative G100 performance will impactftira's stock price. Consequently, the
G100 becomes a tournament that (provided its indtion is correct) enhances the efficiency
of investments in environmental performance bytimgaan extra incentive to improve
environmental performanc@This occurs because firms that are able to imptoei
position in the G100 ranking at the lowest costthesones most likely to end up doing so.

This result is independent of which mechanism armethe investors’ reaction.

6. Conclusions
The present study adds a world market dimensi@m#ironmental rankings and the

response of investors, quantifies the marginakésfef the G100 on stock prices, and

33 |t must be noted that the methodology frameworilied in this paper cannot account for
the dynamic dimension of green investments.
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investigates the impact of rankings on returnsniolustry sectors. Further, to the best of our
knowledge it is the first study providing eviderafdhe existence of heterogeneity among
investors regarding their interest in past perforo@gaand managerial quality as predictors of
future environmental performance, which has impieces for the construction of optimal
environmental indexes (Chatterji, Levine, and Tio2@09).

Our results indicate that the market reacted td3h@0 by changing the relative
prices of the stocks included in it, but not th&uesof the equal-weight portfolio of such
stocks. The magnitude of the effect was sizeabimg one position closer to the top of
Newsweek’s G100 raised the value of an averageifirtne list by 11.3 million dollars. This
represents an increase in the stock price of 09984 seven times the average of the
absolute daily rate of return of the companieh@&100 during the estimation period (i.e.,
10/5/2009 through 10/4/2010). There is also evidesf@a stronger reaction to the ranking
position for top 50 companies in the G100 compaodabttom 50, for non-US-traded stocks
compared to US-traded stocks, and of a more rabkastion for stocks in the non-heavy
sector compared to the ones in the heavy sector.

The finding that the equal-weight portfolio retwmas not affected by the G100
release was expected, because the presence aftipacies on the G100 list was only
defined by their size. The use of a two-step pracedllowed us to identify a market effect
that the standard event study method using ontista of cumulative abnormal returns for
the entire set might have ignored. The new infoiomafior the market was the performance
of each company relative to the other ones in ¢heamd that is why the cross section in the
second step was able to identify that effect infitmes’ stock prices. The cross section also

allowed us to estimate marginal effects.
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The G100’s top 50 performers reacted more strotwgtiie ranking release than the
bottom 50 ones. The existence of this nonlineani&y be explained in part by a larger
presence of heavy sector companies (which reaetsad the ranking) in the bottom 50.

Stocks of companies in the non-heavy sector hadtarfand more robust reaction to
the G100 release than their heavy sector countsrpamlike heavy sector stocks, non-heavy
sector stocks reacted significantly across all rhepecifications. One possible reason for
this finding is that firms in the non-heavy seataght be closer to final consumers, and
consequently pay more attention to consumers’ i@acto environmental performance.
Another plausible explanation is that heavy sefitors have an input matrix of raw
materials and energy that has low elasticity ofssitition, whereas companies in the non-
heavy sector might have better more opportunitemprove their environmental
performance at lower cost. For example, it mighéasier to reduce energy consumption per
unit of sales for a retail company (by replacingcélic appliances with efficient ones, buying
more locally, etc.) than for an iron company thasibally consumes energy.

Across all model specifications, US-traded stocks & stronger reaction for a one-
day event window than non-US-traded stocks. Howemehe case of a two-day event
window, US-traded stocks had no significant reagtishereas non-US-traded stocks
exhibited a stronger reaction than with a one-dangdew. There are at least three possible
explanations for this result. One explanation & thS-traded companies reacted as expected
according to the efficient market hypothesis, axtérding the event window only dilutes the
effect making it non-significant. A second possitdason is that non-US-traded companies
were included in a public environmental rankingtfoe first time, whereas some US-traded

companies had already been in the “US 500 List'lipbed in 2009. A third explanation is
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that most of the non-US-traded companies are Earggder which GPS and RSS might
provide better predictions about future performaigen the different regulatory history
and environment in Europe, expectations about éutegulation might motivate investors'
hedging behavior.

The use of stocks traded in international markktsvad us to find evidence of
heterogeneity among investors with regard to tim@rest in past performance and
managerial quality as predictors of future enviremtal performance. In particular, US-
traded stock returns were affected only by padbpmiance (EIS), contrasting with non-US-
traded stock returns which responded only to mamegpuality (GPS and RSS). These
results have implications for the construction pfimal environmental rankings (Chatterji,
Levine, and Toffel 2009), suggesting that the weahpast performance and managerial
guality used to construct indexes environmentdigperance should differ across stock
markets.

Provided the measurement errors in the G100 aaéwely small, the robustness of
the findings not only implies that the G100 haevaht information for the market, but also
supports the idea that companies should accouthéogffect on stock prices when making
decisions about environmental policies that migktrtposition in the G100. Whether the
reason for such reaction is branding (to build sitp@ reputation and brand image),
stakeholding (to satisfy different stakeholderastainability (to contribute to long-term
sustainable development), or ethics/morals (tchédright thing’), among other possible

theoretical explanations, is an issue to be adddeissfuture research.
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Figure 1. One-day window regressions for the 100 ogpanies.

(Left: equation (8), Right equation (7)).
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Tables

Table 1. Event day abnormal returns statistics fodifferent company groups

average median max min Std. dev.
Al -0.0056 -0.0002 0.0443 -0.0298 0.0111
us 0.0007 0.0006 0.0295 -0.0298 0.0095
Non-US 0.0047 0.0026 0.0426 -0.0213 0.0138
Heavy -0.0013 0.0003 0.0117 -0.0298 0.0088
Non-Heavy -0.0034 0.0025 0.0426 -0.0264 0.0117
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Table 2. Summary statistics of the hundred estimateFFFMs by regression (3).

R2 NYA 000001_ss His n225 ks11 fchi gdaxi Ssmi ftse SMB HML UMD  constant
95 percentile 0.8012 1.4525 0.2057 0.1153 0.2831 0.3636 2.0105 0.9366 0.4120 0.8305 0.0036  0.0088  0.0051 0.0011
75 percentile 0.7012 1.0399 0.0568 0.0518 0.1092 0.1063 0.3813 0.2083 0.1004 0.1713  0.0005 0.0015 0.0014  0.0004
median 0.5656 0.7975 0.0130  -0.0117 0.0132 0.0221 0.0433 0.0093  -0.0321 -0.0557  -0.0006 -0.0011  -0.0003  -0.0001
mean 0.5479 0.6715 0.0150  -0.0160 0.0312 0.0622 0.2532 0.0468  -0.0708 0.0257 -0.0007 -0.0005  0.0000  0.0001
25 percentile 0.4578 0.1205 -0.0377  -0.0501 -0.0525  -0.0648  -0.1316 -0.1812  -02963  -0.1788 -0.0020 -0.0034 -0.0020  -0.0004
5 percentile 0.2189 -0.1652 -0.1183  -0.1293 -0.1398  -0.1837  -0.3902 -0.7999  -0.6274  -0.4678 -0.0046  -0.0066  -0.0059  -0.0011
Percentage of models 95% significant 97 68 12 10 22 13 29 26 22 17 21 33 17 2
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Table 3. Robust OLS regressions using estimated atimal returns from FFFM

42

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
1.557 7.275

Green Score

(0.442)** (4.362)*

-0.984 -5.223
Ranking
(0.309)*** (3.53)

Environmental 0959 248
impact score (0.375)"* (4523)
Green policies
and 0.689 11.07
performance
score (0.586) (9.796)
Reputation -0.137 -1
survey score (0.581) (1.443)
Env. Impact - 0.692 -1.373
Rep Survey (0.311)" (3.075)
| -84.386 -536.185 67.999 207.228 -62.971 -527.838 22.757 -65.422
ntercept

(29.469)** (362.396) (19.934)* (106.374)** (29.142) (409.286) (11.43)** (97.889)
R2 0.0769 0.0338 0.066 0.0374 0.0966 0.0609 0.047 0.0037
Significance 0.0007** 0.0986** 0.0019** 0.1421 0.0062*** 0.0417* 0.0286** 0.6562
(Prob >F)
AIC -621.031 -225.8551 -619.8557 -226.2301 -619.1871 -224.7086 -617.8489 -222.7955
Observations 100 100 100 100 100 100 100 100

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,0800f2he bottom 50 companies are in the heavy secto
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Table 4. Robust OLS regressions for top 50 perfornmis in the G100 using estimated
abnormal returns from FFFM for top 50 performers in the G100

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
3.409 1.895
Green Score
(1.571)* (2.313)
-1.91 -0.907
Ranking
(0.998)** (1.383)

Environmental 1.567 217
impact score (0.763)** (0.898)**
Green policies
and 2.04 1.302
performance
score (1.026)** (1.603)
Reputation -0.339 .74
survey score (0.973) (1.531)
Env. Impact - 1.072 1.979
Rep Survey (0.553)** (0.775)**
| -238.883 -93.967 87.072 83.257 -194.404 -68.538 35.684 55.167
ntercept

(132.379)* (187.965) (27.143)* (42.635)* (122.771) (170.954) (14.966)* (19.441)
R2 0.0698 0.0116 0.0638 0.0077 0.1501 0.1634 0.0822 0.1509
Significance 0.035* 0.4167 0.0617* 0.515 0.0972* 0.07* 0.0586™* 0.0139*
(Prob >F)
AlIC -309.4838 -275.5085 -309.1616 -275.3135 -309.9966 -279.8427 -310.157 -283.1033
Observations 50 50 50 50 50 50 50 50

Note: "a" and "b" denote models estimated using and two-day windows, respectively.and *** represent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,0800f2he bottom 50 companies are in the heavy secto
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Table 5.Robust OLS regressions for bottom 50 in the G100sing estimated abnormal
returns from FFFM

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b

1.504 8.324

Green Score

(1.107) (4.826)*

-1.146 -12.878
Ranking
(1.311) (10.048)
0.812 -6.681

Environmental
impact score (0.535) (8.917)
Green policies -0.158 19.898
and
performance (1.273) (18.757)
score
Reputation 0.455 -4.595
survey score (0.788) (5.531)
Env. Impact - 0.28 -5.083
Rep Survey (0.394) (6.135)
| -77.771 -593.861 84.71 799.081 -44.822 -607.645 2.532 -251.668
ntercept

(51.127) (387.772) (107.698) (611.053) (38.814) (487.355) (17.572) (245.682)
R2 0.0443 0.0137 0.0232 0.0296 0.035 0.0786 0.0093 0.0309
Significance 0.1806 0.091** 0.3865 0.2061 0.3651 0.6899 0.4798 0.4114
(Prob >F)
AIC -308.7799 -77.31148 -307.6929 -78.12518 -304.2997 -76.71407 -306.9846 -78.19054
Observations 50 50 50 50 50 50 50 50

Note: "a" and "b" denote models estimated using and two-day windows, respectively. ** and *** negsent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,000.
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Table 6.Robust OLS regressions for non-heavgector using estimated abnormal

returns from FFFM

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
1.879 14.933

Green Score

(0.701)* (12.774)

-1.056 -8.745
Ranking
(0.461) (7.51)

Environmental 1.22 -2.015
impact score (0.441)* (3972)
Green policies
and 0.833 19.183
performance
score (0.773) (17.383)
Reputation 0.0302 -1.318
survey score (0.739) (2.553)
Env. Impact - 0.755 -1.956
Rep Survey (0.352)** (3.688)
ot , -99.462 -1127.892 80.337 316.589 -94.343 -1085.326 32.747 -60.068
ntercep!

(51.332)* (1021.203) (24.744) (218.415) (61.939) (983.658) (14.147) (111.324)
R2 0.0619 0.0593 0.0553 0.0575 0.105 0.1025 0.0515 0.0052
Significance 0.0094** 0.2467 0.0252** 0.2486 0.0316** 0.1966 0.0357** 0.5976
(Prob >F)
AlC -399.5811 -122.9094 -399.117 -122.7802 -398.6834 -122.0101 -398.852 -119.2195
Observations 66 66 66 66 66 66 66 66

Note: "a" and "b" denote models estimated using and two-day windows, respectively. ** and *** negsent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,000.
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Table 7. Robust OLS regressions for heavy sector ing estimated abnormal returns
from FFFM

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b

038 2.966
Green Score
(0.705) (1.236)*
-0.44 -1.764
Ranking
(0.466) (0.922)**
Environmental -0.366 1.365
impact score (0.962) (1.426)
Green policies
and 0.597 1.269
performance
score (0.885) (1.499)
Reputation 0.00273 0.0477
survey score (0.963) (1.865)
Env. Impact - -0.236 0.353
Rep Survey (0.741) (1.472)
| -57.388 -206.757 15.269 71.227 -31.691 -149.761 -18.325 -33.527
ntercept
(41.76) (75.856)** (34.407) (59.673) (30.919) (59.88)** (18.613) (36.633)
R2 0.0422 0.1974 0.0211 0.1157 0.0184 0.0986 0.005 0.0038
Significance 0.2649 0.0224** 0.3518 0.0648** 0.8672 0.2236 0.7526 0.8121
(Prob >F)
AIC -222.7725 -192.1439 -222.0343 -188.8477 -217.9388 -184.1958 -221.4791 -184.7981
Observations 34 34 34 34 34 34 34 34

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,000.
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Table 8. Robust OLS regressions for US traded stoskusing estimated abnormal

returns from FFFM

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
1.532 10.342

Green Score

(0.424)* (7.787)

-1.007 -7.086
Ranking
(0.278)* (5.389)

Environmental 1.013 -6.742
impact score (0.455) (7.707)
Green policies
and 0.2 15.552
performance
score (0.639) (13.751)
Reputation 0.446 0.357
survey score (0.588) (1.988)
Env. Impact - 0.506 -4.562
Rep Survey (0.338) (5.36)
ot t -98.681 -820.029 53.484 220.386 -81.073 -751.101 10.523 -144.462
ntercep

(29.152)*** (640.143) (18.261)* (148.521) (26.189)** (576.917) (12.044) (148.853)
R2 0.0888 0.0439 0.094 0.0505 0.1242 0.1067 0.0276 0.0244
Significance 0.0006*** 0.1885 0.0006*** 0.1929 0.0071*** 0.4837 0.1388 0.3977
(Prob >F)
AIC -462.4159 -137.8231 -462.8158 -138.3101 -461.2295 -138.6489 -457.7982 -136.3876
Observations 71 71 71 71 71 71 71 71

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,000.
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Table 9. Robust OLS regressions for non-US tradedacks using estimated abnormal

returns from FFFM

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
2.47 5.355
(1.108)** (1.723)*

Green Score

-1.669 -3.3
Ranking
(0.995) (1.537)**

Environmental -0.505 1.276
impact score (0.817) (1.137)
Green policies
and 4.891 5.61
performance
score (1873 (2.584)*
Reputation -3.985 -5.645
survey score (1.515)* (2.261)™
Env. Impact - 0.879 2634
Rep Survey (0.602) (0.915)*
ot t -99.126 -243.903 147.404 271.336 38.482 25.033 49.838 81.475
ntercep

(62.112) (100.853)*  (70.219)*  (99.933)"* (110.899) (136.904) (25.91)* (32.275)"
R2 0.1404 0.3107 0.1021 0.188 0.253 0.4135 0.0714 0.3018
Significance 0.0343* 0.0044** 0.1051 0.0409* 0.0237* 0.0128* 0.1557 0.0077**
(Prob >F)
AIC -166.5924 -151.1669 -165.3288 -146.4154 -166.6638 -151.8474 -164.353 -150.7929
Observations 29 29 29 29 29 29 29 29

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,000.
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Table 10. Robust OLS regressions for US traded stkg in non-Heady sectors using

estimated abnormal returns from FFFM

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
2.421 27.427
(0.743)* (22.799)

Green Score

-1.333 -15.226
Ranking
(0.456)"* (12.669)
Environmental 1.595 -6.648
impact score (0.442)** (7.532)
Green policies
and 0.289 34.735
performance
score (0.784) (27.622)
Reputation 0.694 0.73
survey score (0.777) (4.467)
Env. Impact - 0.849 -5.306
Rep Survey (0.382)"* (6.677)
427.6 -137.916 -2133.17 19.006 -157.523

Intercept

(56.67)*** (1851.957) (23.114)* (330.821) (52.73)* (1647.713) (14.711) (175.49)
R2 0.1263 0.1208 0.1159 0.1127 0.2122 0.2259 0.0785 0.0228
Significance 0.0022*** 0.2357 0.0056*** 0.2362 0.0027*** 0.5766 0.0316* 0.4313
(Prob >F)
AIC -282.9292 -67.07242 -282.4062 -66.6691 -283.4821 -68.67437 -280.5866 -62.42387
Observations 44 44 44 44 44 44 44 44

Note: "a" and "b" denote models estimated using and two-day windows, respectively.and *** represent
95 and 99% significance. Standard deviations ase/slbetween parentheses for each coefficient. @iefts
and standard deviations are multiplied by 10,000.
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7. Appendix
Table 11. Robust OLS regressions using estimated mtrmal returns from market
model
Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
1.848 7.263

Green Score

(0.528)** (4.473)

-1.195 -5.329
Ranking
(0.369)** (3.61)

Environmental 1.149 -1.785
|mpact score (0.441 )** (4.637)
Green policies
and 0.952 10.94
performance
score (0.628) (10.034)
Reputation -0.558 -1.936
survey score (0.55) (1 .459)
Env. Impact - 0.955 -0.599
Rep Survey (0.361)** (3.134)
et -107.248 -540.395 74.968 207.596 -67.778 -506.906 20.774 -65.399
ntercep!

(-33243)™*  (-370.213) (24782  (111.103)*  (30.024)* (419.635) (12.598) (100.179)
R2 0.0929 0.0322 0.0835 0.0373 0.1246 0.0531 0.077 0.0007
Significance 0.0007 0.1076 0.0017** 0.1431 0.0108™ 0.0148"  0.0095"* 0.8488
(Prob >F)
AIC 2214357 6064744  -2219573  -607.0615  -219.6173  -605.7722  -218.2269
Observations 100 100 100 100 100 100 100 100

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations asevstbetween parentheses for each coefficient. @afts
and standard deviations are multiplied by 10,000.
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Table 12. Robust OLS regressions for non-heavy sec$ using estimated abnormal

returns from market model

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
2.581 15.981

Green Score

0.771)* (12.974)

-1.511 -9.413
Ranking
(0.504)** (7.624)

Environmental 1.723 -0.667
impact score (0.528)** (4.065)
Green policies
and 1.185 19.4
performance
score (0.815) (17.765)
Reputation -0.0476 -1.841
survey score (0.703) (2.647)
Env. Impact - 1.006 -0.897
Rep Survey (0.4)* (3.757)
It . -159.08 -1216.445 90.559 331.807 -152.251 -1164.054 22.431 -76.185
ntercep

(51.363)™  (1035.692)  (30.995)**  (224.222) (59.241)*  (1004.636) (15.251) (114.002)
R2 0.0939 0.0651 0.091 0.0638 0.1685 0.0995 0.0872 0.0011
Significance 0.0014** 0.2205 0.0039* 0.2215 0.0071**  0.0313* 0.008"** 0.8121
(Prob >F)
AIC -387.4357 -120.4593 -387.2226 -120.3683 -389.1057 -118.9383 -386.9454 -116.0877
Observations 66 66 66 66 66 66 66 66

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations asevstbetween parentheses for each coefficient. @afts
and standard deviations are multiplied by 10,000.
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Table 13. Robust OLS regressions for heavy sectousing estimated abnormal returns

from market model

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b

1.153 2.503
Green Score
(0.84) (1.408)*
-0.614 -1.44
Ranking
(0.572) (1.048)
Environmental 0.0464 1.798
impact score (0.876) (1.24)
Green policies
1.061 1.327
and
performance
(0.931) (1.525)
score
Reputation -0.786 -1.145
survey score (0.992) (1.656)
Env. Impact - 0.334 1.226
Rep Survey (0.782) (1.314)
-69.266 -168.667 34.192 62.782 -17.344 -89.502 2.614 -1.054
Intercept
(49.593) (84.578)* (40.35) (69.233) (32.15) (64.335) (18.602) (34.536)
R2 0.0846 0.1495 0.0397 0.082 0.0497 0.111 0.0097 0.0492
Significance
0.1794 0.0849* 0.2912 0.179 0.7218 0.3947 0.6722 0.3581
(Prob >F)
AIC -223.108 -192.2746 -221.4825 -189.679 -217.8389 -186.7695 -220.4362 -188.4837
Observations 34 34 34 34 34 34 34 34

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations asevstbetween parentheses for each coefficient. @afts

and standard deviations are multiplied by 10,000.
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Table 14. Robust OLS regressions for US-traded stks using estimated abnormal

returns from market model

Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
1.625 10.134

Green Score

(0.523)*** (7.982)

-1.105 -7.081
Ranking
(0.348)*** (5.508)

Environmental 1.188 -5.775
impact score (0.599)" (7.932)
Green policies
and 0.513 15.455
performance
score (0.682) (14.136)
Reputation 0477 -1.101
survey score (0.558) (2.071)
Env. Impact - 0.836 -3.424
Rep Survey (0.455)** (5.489)
It . -103.501 -809.33 59.578 216.549 -71.758 -713.26 14.627 -139.261
ntercep

(33.958)*** (654.78) (23.897)" (154.02) (29.85)" (592.969) (15.312) (152.866)
R2 0.0706 0.0404 0.0798 0.0483 0.1083 0.0893 0.0533 0.0132
Significance 0.0028** 0.2085 0.0022* 0.2029 0.0446™ 0.3592 0.0704* 0.5348
(Prob >F)
AIC -436.3171 -134.5703 -437.0272 -135.1545 -435.2558 -134.2833 -435.006 -132.5817
Observations 71 71 71 71 71 71 71 71

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations asevstbetween parentheses for each coefficient. @afts
and standard deviations are multiplied by 10,000.
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returns from market model
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Model 1-a Model 1-b Model 2-a Model 2-b Model 3-a Model 3-b Model 4-a Model 4-b
2.9 5.641

Green Score

(1.225)** (1.805)**

-2.001 -3.686
Ranking
(1.143)* (1.692)**

Environmental 0233 2173
impact score (0.73) (1.174)
Green policies
and 4.059 4.636
performance
score (1.904)* (2.897)
Reputation 2955 -4.533
survey score (1.306)* (2.184)™
Env. Impact - 1.087 2.927
Rep Survey (0.619)* (0.889)"*
| -141.069 -269.202 150.855 286.174 -31.251 -42.074 34.01 74.064
ntercept

(66.938)** (100.767)** (80.015)* (114.568)** (107.469) (147.389) (24.332) (33.967)*
R2 0.209 0.3069 0.1585 0.2088 0.2549 0.4066 0.1178 0.3318
Significance 00253 00042 0.0915" 0.0383* 0.0629** 0.0117* 00906  0.0028"**
(Prob >F)
AIC -171.2456 -147.6287 -169.4491 -143.7891 -168.977 -148.1316 -168.0797 -148.6895
Observations 29 29 29 29 29 29 29 29

Note: "a" and "b" denote models estimated using and two-day windows, respectivety.and *** represent
95 and 99% significance. Standard deviations asevstbetween parentheses for each coefficient. @afts
and standard deviations are multiplied by 10,000.
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CHAPTER 3. COMPETITIVE INTERACTIONS BETWEEN GRAIN R AILROAD
RATES AND BARGE RATES IN THE MISSISSIPPI WATERWAY S YSTEM
Juan M. Murguia
Abstract

US grain is produced mostly in the Midwest and etgqub via the Pacific
Northwest and the Gulf of Mexico. Barges on the d¥isippi River and
railroads play fundamental roles in export compsatitess. Railroads
historically have caused concern about market powleite barges have
always been perceived as a competitive market lsecaaw transportation
companies can share the river. Despite researcyyran rail rates, little is
known about the impact of barges on their marketgvoUsing data from the
Grain Transportation Report, this paper estimatesulsaneous equation
models of barge and railroad rates for specifiginrdestinations and grains
(corn, wheat, and soybeans). This study benefiis finstrumental variables
such as river levels and railroad cost indexesdéhie of specific route
competitiveness of various grains was found. Iistangly, it was possible to
identify a railroad route with prices as complenaentof barge rates, which
may increase railroad market power. River levelscafbarge rates, but there
are differences for corn and wheat, possibly dugréaluction locations in the
Mississippi basin. Ocean vessel rates affect beatgs directly and railroad
rates indirectly. Real exchange rates affect baeges more than railroad
rates. Evidence suggests that distance betweeoashibrigin and barge origin

affects the impact of the later on the first ondisTstudy expands the
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literature on the effect of barge rates on railroags by analyzing the effect
of distance between origins and adding evidence mdssible

complementarities.

Keywords: transportation, barge rates, rail rates
JEL Codes: L9, L92, Q10, Q13, Q19, R41, LD22.

1. Introduction
Most of the US grain production is located in thelWest. The states of lowa, lllinois,
Nebraska, Minnesota, and Indiana harvested 60%edf)& corn and soybeans in 2007
(USDA NASS). Wheat production is also concentrateithe Midwest and some Western
stated’. Demand, however, is dispersed across the USkmodd creating areas with large
surpluses and deficits of grains (Figure 2, Fighiend Figure 4), and requiring the
transportation of more than 400 million tons ofrga@oybean, and wheat each year
(Marathon and Denicoff, 2011). As a consequencefi@ient intermodal transportation
system of trucks, railroads (maps for BNSF and té&Ppaesented in Figure 6 and Figure 7
respectively), barges and vessels is fundamentitermining better prices for farmers,
lower food and biofuel costs for consumers and ncorapetitive export prices. While
domestic transportation is covered mostly by tftialailroads and barges are the most

important modal transportations for exports. Rad &arge transportation represented

** The top 10 state producers of wheat in 2007 accateii83 percent of the grain. All are in
the western part of the Midwest: North Dakota, Kemdviontana, South Dakota, Texas,
Washington, Oklahoma, Colorado, Nebraska, and Id@feDA NASS)

*> In the period 2003-2007, of the total volume ofrg@oybeans and wheat transported for
the domestic market, 69% was by truck, 29% by &t only 2% by barge (Marathon and
Denicoff 2011) (Table 1).
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respectively 48 and 45% of the total volume of ¢aoybeans and wheat exported in the
period 2003-2007 (Marathon and Denicoff, 2011).&mse grains are often transported in
more than one mode, competition and complementaxist among these modes. This paper
analyzes the competitive interactions between gadlroad rates and barge rates in the

Mississippi waterway system.

The total amount of grain transported almost dedlh the period 1978-2008 mostly
due to an increase on corn production. Most ofribeease in corn production was destined
for the domestic market, causing exports rategtwahse over time. While in the early 80s
almost 50% of US grains were exported, by 2007 ggpeere only 30%. Despite this, in
absolute terms the exported volume has remainbtesahbetween 50 and 60 million tons of
corn, and 25 and 35 million tons of soybeans andathThe industrial use of corn, mostly
by ethanol plants, explains this behatiomdustrial use increased from 18% in 1990 to 34%
in 2007. Given that most of the ethanol plantsleacated in the Midwest, truck
transportation of corn increased its participafiam 45 to 59% in the period 1995-2007

(Marathon and Denicoff, 2011).

US grain exports require large distance transportdrom the Midwest to the ports
in the Gulf and Pacific Northwest (PNW). For thesison, barge and rail transportation are
preferred to trucks. Barges are able to carry onef cargo 576 miles per gallon of fuel
compared to 413 miles by rail and only 155 milesaforuck (Maritime Administration.

2010). Also, the capacity of a barge, 1,500 tan45i times that of a rail car and 60 times that

**More than 90 percent of ethanol production capasitgcated within a 50-mile radius of
the corn producing areas (Marathon and Denicoff, 120 Nevertheless, larger biofuel plans
are capable of investing in railroad infrastructanel as a consequence the use of truck
transportation may decline over time.
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of a truck. Barge and rail transportation are gisderred from an environmental point of
view. Trade transportation by barge releases 3&petess pollutants than diesel trains and
373 percent less than diesel trucks (Maritime Adstiation. 2010). These advantages are,
of course, limited because barges are availableinrthe Mississippi River system (figure
4) and the Columbia River. As a consequence pbossible to send grains from the Midwest

by barge or rail to the Gulf but only rail is awdile to the PNW.

Corn, soybeans, and wheat are produced in diffeneris with respect to the
Mississippi waterway system. While corn (Figureail soybeans (Figure 3) are produced
close to the Mississippi waterway system (Figuren3he corn belt (north of Missouri and
Ohio rivers), wheat production (Figure 4) is waystvie the upper and lower plains. This
situation affects the selected modal transportatichese grains for export. In the case of
corn, the main mode of transportation for expolidasge (55 to 58% in the period 1995-
2007), followed by rail (33 to 35% in the same pd}i As a consequence of the high barge
rate transportation, 63% of corn exports were thhotilhe Mississippi Gulf, 4% through
Texas Gulf, and only 17% though the PNW in 200g\Fe 2). Soybeans share a similar
pattern with corn. Barge is the main mode of trantgtion for exports (46 to 69% in the
period 1995-1997), followed by rail (23 to 46%).eThlississippi Gulf received 52% of the
soybeans for export, while PNW received only 27%ndst 45% of wheat is exported,;
however, since the main production areas are faydwmwm the Mississippi river system, rail
is the dominant mode of transportation (56 to 7h%the period 1995-2007). Barge
transportation represents only 26 to 38% for tieesperiod. Therefore the PNW is the main
export port destination (37%), followed by TexadfG2i7%) and Mississippi Gulf (19%)

(Figure 4).

www.manaraa.com



64

In recent years PNW has increased market partioipas a grain export port. Until
2002 the Mississippi Gulf (composed of four majeep-draft ports: South Louisiana, New
Orleans, Baton Rouge, and Plaguemines) was thentepdrt for grain exports, reaching
more than 50% market share in the period 1995-28G#ting in 2002, the PNW has gained
market share (from an average of 20% in the 199@%% in the period 2005-2009) at the
expense of the Mississippi Gulf. Due to the comm@etarity of barges with Mississippi Gulf
(while rail complements both export port regionglen the Mississippi Gulf share declines
so does the barge share; and when the PNW or Taxéshare increases so does the rail
share. Among the reasons for the recent PNW sharease are higher demand from Asia,
lower ocean rates in PNW than in the Gulf, and lowaé rates compared to bardédue to
the introduction of shuttle services at lower psibg the railroad companies and the
reduction of the barge fleet since 2004. In thenseio, barge competition is relevant for the

reduction of rail market power.

Improving understanding of various modal grain $f@ortation rates is relevant for
the determination of grain prices. Yu, Bessler Baler (2007) studied the spatial price
linkages in US grain and transportation marketd, fannd that transportation rates (barge,
rail, and ocean) explain a considerable propontiotine variation in corn prices in the long
run (42—64%). Despite the extensive body of reteanalyzing grain rates in the railroad

and barge sector, little is known about the extenthich they are complementary or

*While in the 1990’s there was an ample supply ofés, starting in fall 2004, a decrease in
the barge fleet size and an increase in the deneaimdnsport non-grain commodities on the
waterways occurred, created the beginning of thveangh swing in barge rates. Since New
Orleans receives about 90 percent of corn and soygdey barge and, with the remaining 10
percent arriving by rail and truck, the increaséange rate prices made the port less
competitive compared to PNW (AMS-USDA Study of Rureansportation Issues).
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substitutive means of transportation. The aimhdf paper is to determine the relationship

between rail and barge transportation grain ratélse United States

Much effort has been made on the study of grainoad prices and railroad market
power. The Staggers Rail Act of 1980, which gramgeldoads greater freedom in setting
shipping rates, caused a decrease in the ratedDdmatd 1987, Wilson, Wilson and Koo.
1988; Wilson and Wilson, 2001). Some evidence shmwsicrease in grain railroad rates
after 2004, with increments even beyond cost iimilacreating new concerns about railroad
market power (Sparger and Pratter, 2012). Othelieslthave analyzed Ocean Freight Rates
for Grain Shipments and found price changes bysseasd commodity (Park and Koo,

2004).

A few studies have jointly addressed the bargeraitiihad grain rates (Sorenson,
1973; Fuller and Shanmugbam, 1981; MacDonald, 1B&éiser and Grove, 1986; Yu,
Zhang, and Fuller, 2006; Yu, Bessler and Fulle@70 MacDonald (1986) found that barge
competition measured as the mileage from the opgint to the nearest location of water
transport, positively affecting railroad rates. Moecently, Vachal et al. (2006) found price
elasticity between barge and railroad of 0.0212teryear 1981, which decreased during the
period 1981 to 2000. Yu, Zhang, and Fuller (20Ggineated that short- and long-run grain
barge transport demands were price inelastic inpiper Mississippi and lllinois Rivers for
the period 1992 to 2001. Miljkovic et al. (2000yressed a 3SLS railroad and barge supply
and demand system for transportation of grain fiinois to the Gulf for the period 1981-
1995. They found that the barge rates respondatvabg to rail rates more than rail rates to

barge rate, with the elasticity of 1.3544 and 0, ¥&dpectively.
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This paper estimates, within the period 2002-2@irBultaneous equations models of
the barge rate and railroad rates for the thre@mgaain crops: corn, soybeans, and wheat.
Results differ by railroad lines. Some show comm@etarity behavior with barges while
others show competitive behavior. Price-Price aldists were estimated and various model
specifications were regressed for robustness. @pergontinues with some background on
rail and barge markets, followed by the data anthouwology section, and it ends with the

results and conclusions section.

2. Background
The railroad industry has evolved since the StagBail Act of 1980. Previously cars were
priced individually and a complete train was asdedhkvith cars form other origins (Sparger
and Pratter, 2012). Unit trains (25 to 52 cars)enetroduced at lower per-car rates
(Sarmiento and Wilson, 2005), and later shuttle&é75 to 120 cars) were able to order an
entire train for one shipper (Sparger and Pra2@t2). Shuttle trains, introduced in the
market in the early 1990s, use the same enginesramdfrom source to origin; the train
service is contracted over a long period of time @ nine moths) with a specific origin-
destination, and has time incentives to load andadhthe cargo (Sarmiento and Wilson,
2005). To be able to use shuttle rates, elevatoit make important investmefitsf 5 to
10 million dollars (Sarmiento and Wilson, 2005)pwable to load a large number of cars in
a short period of tint8. For these reasons shuttle rates are expectesllaner than unit

rates.

*Only 6% of the elevators were capable of shutdatshipping in 2001 (Sarmiento and
Wilson 2005).
* L oading/Unloading of the entire unit train must eateed 15 hours (BNSF 2012)
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Railroad costs paid by shippers are composed e$ réiel surcharges, and secondary
market prices (in the case of purchasing in thaketa Rail rates are determined in what is
called a primary market, where shippers are ab&tore rail cars for future shipments by
auctioning to the railroad companies these cordractsingle cars, unit, and shuttle trains.
This practice was a consequence of the beginnitigeoCertificates of Transportation in
1988 (Wilson and Dahl, 2010). Before this cars wamgigned on a first come first served
system. The resulting rates are required by laletpublished 20 days in advance, not
allowing variation on a more frequent basis. Tovgite more flexibility, a secondary market
was developed for shippers to exchange conffacthe secondary market allows adjusting
the rail rates on a weekly basis, with the diffeebetween the published tariff and the
second market price being collected by the shipraher than by the railroads (Sparger and
Pratter, 2012). In practice, most of the time thenmo difference. In the period 2004-2010
90% of the primary actions were at nil premium @it and Dahl, 2010). Fuel surcharges
are part of the contracts and are charged pencanile, while the tariff is fixed for a specific
origin destination. The same fuel surcharge isiaddbr all the tariffs of a railroad
company.

Barges are a slow mean of transportation comparegiltoads and their rates are not
regulated. To arrive to Baton Rouge, LA, a bargenfMinneapolis takes 11 days, from
Quad cities 9 days, and from St. Louis 5 days. U8dnland Waterway System uses a
percent of tariff system to establish barge frergités. Each city on the river has its own
benchmark, with the northern most cities havinghiglest benchmarks since all have as

destination Baton Rouge, NO. The tariffs were odly from the Bulk Grain and Grain

“*No evidence of the participation of railroads irstmarket exists (Sparger and Pratter
2012)
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Products Freight Tariff No. 7 issued by the Watersvareight Bureau (WFB) of the

Interstate Commerce Commission (ICC). In 1976 Uhd#ed States Department of Justice
entered into an agreement with the ICC: Tariff Kdbecame no longer applicable. Today,
the WFB no longer exists and the ICC has becom&tinface Transportation Board of the
United States Department of Transportation. Howewe barge industry continues to use

the tariffs as benchmarks as rate units. (AMS-USDA)

3. Data and Methodology

3.1 Data
Two main sources of railroad and barge rate datd:elke Carload Waybill Sample of the
Surface Transportation Board of the DOT, and th®R'S Grain Transportation Report.
The Carload Waybill Sample is a stratified samgleasload wayhbills for all U.S. rail traffic
submitted by those rail carriers terminating 4,500nore revenue carloads annually.
Because the Waybill Sample contains sensitive sfgpgnd revenue information, access to
this information is restricted to federal institaris. The public version of this sample, the
Public Use Wayhill File, provides railroad montlggces by commodity and origin-
destination (Surface Transportation Board). Thisdase has been used in previous papers;
however, the reported rates of contracts are mobtiginal ones, but are altered to prevent
the identification of the companies’ price stragsgiSince approximately 60% of the

transactions are under contfa¢he same proportion of the data has this problem.

*' Personal Communication from tBarface Transportation Board.
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The USDA'’s Grain Transportation Report (GTR) catedata from the railroad
companies, the Carload Waybill Sample, the secgrmiarket and information about the
fuel surcharge. Since 2000, the GTR reports therskry market unit grain train and shuttle
grain train indexes (Figure 8) (2000=100%), whiaptare more than 20% of the total
movements of wheat, corn, and soybeans acros®timrg for both unit trains and shuttles
in 38 major grain routé$(Sparger and Pratter, 2012). Three major eveatted abnormal
picks in the indexes during 2002-2012 (Figure B¢ aftermath of Hurricane Katrina
(August 2005 through January 2006), a record USmxgé corn, wheat, and soybeans
(August through October 2007) and the Russian grgoort ban (July through October
2010) (Sparger and Pratter, 2012). By adding easdkis secondary railcar market average
bid to the current month’s average tariff rate vl surcharge, the AMS-USDA
constructed the comprehensive rail rate indicasguaieekly data (AMS-USDA b).

The GTR database started in 2010 to include momgilyariffs for the most
important grain corridors. These include ratescfunn (Figure 9) in the corridors MN-OR,
IL-LA, IN-TN, NE-TX, and Des Moines-Davenport; fesoybeans (Figure 10) in the
corridors ND-WA, SD-WA, MN-OR; and for wheat (Figui 1) in the corridors ND-OR,
ND-TX, KS-TX. The graphs are quite flat in compango the unit and shuttle indexes
because they include the tariff rates and fuellsanges but not secondary market prices.

These corridors have their own rates but they stireame fuel surcharge if they belong to

*These 38 origin-destination pairs include sevenatjtseven corn, and five soybean unit
train routes and six wheat, seven corn, and sikeay shuttle routes. An unweight average
of the 19 unit train tariff rates with accompanyiuogl surcharges was calculated for each
month to derive a monthly series of the averagecgerate. The same procedure was applied
to the 19 shuttle rates and fuel surcharges. Thekhywérequency was obtaining by adding

the secondary market data (Sparger and Pratte?)201
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the same railroad company. The amount of moneyweddy the railroad is the sum of the
rate and the fuel surcharge (Figure 9 to Figure 11)

Whether or not to add the secondary market toateeplus fuel surcharge is not a
minor detail. The secondary market reflects chamgegmand in the railroad system and
adds the same variability to all grains and roatasbinations. As a consequence, it may
increase the amount of information in each sengsray also introduce noise. Another
point to take into account is that barges are s$tomove, may take more than a week to be
delivered, and their rates may not react to higlydency changes in the railroad prices but to
their averages over a longer period of time. F@r tBason we estimated models using only
the sum of rates and fuel surcharges and the suhosé plus the secondary market price.

The GTR is preferred to the Public Use Wayhbill Filee advantage of the GTR over
the Public Use Wayhbill File is that it is constrettdirectly from the rail companies and from
the private version of the Carload Waybill Sarfiplénhus it contains true rates. It also has
weekly data, Unit grain train, and shuttle traidemes (Figure 8) that take into account the
secondary market. The GTR also reports secondécaranarket auction bids covering non-
shuttle service (including unit trains) since 1@@id shuttle train service since 2006, which
can be used to create new weekly indexes for spegrdins and corridors.

Barge and vessel rates have also been reportbd @TR since 2000. The barge
rates are for grains in general and for specifigiomports (Figure 12). All reported barge
rates have the same destination, Baton Rouge, iINCs 95% of the grain transported by
barge is for export. The origin ports are Minne&p8it. Paul (Minneapolis, St. Paul, Red

Wing, Shakopee, and Winona, MN), Mid-Mississipplq&ny, Keithsburg, New Boston, and

“The DOT informed the author that tRavate version of the Carload Waybill Sample was
available only to Federal institutions, and thatdts not released for research purposes.
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Rock Island, IL, Clinton; Davenport, and Muscatit®), lllinois River (Beardstown,
Florence, Hardin, Havana, and Meredosia, IL), Ugpkeio (Cincinnati), Lower Ohio
(Louisville, KY), and Cairo -Memphis (Birds Poirttinda, New Madrid, MO, Hickman, KY,
and Cairo, IL).

Weekly Grain barge rates, measured as percent/d teiff benchmark index
(1976=100%), are reported for Illinois (Figure 1Byin Cities, Lower Ohio (Figure 14),
Middle Mississippi (Figure 15), St. Louis (Figuré)1Cincinnati (Figure 17), and Cairo-
Memphis. All rates follow a similar pattern, witkegk prices during the fall season and a
tendency to increase over time similar to the aresgnted by unit and shuttle trains (for the
period 2002-2012 the barge and railroad rates @athiglir price). The big variability of barge
rates compared to rail rates (Figure 18) may Heatfig the existing free market and
competition in the industry. Figure 18 also sholat after 2004 barge rates became
relatively more expensive than shuttle rates. véssel rates are from the Gulf and from the
Pacific Northwest to Japan (Figure 19) and preaesiinilar pick in 2007 and abrupt decline
in rates in 2009 as the diesel rate index (Figjecaused respectively by the oil pick of
2007 and US recession of 2009. Table 18 to Tabkh®@ high correlation among routes of
the same transportation mode and less between niféolethe reasons previously exposed,

the main data source in this paper is the GTR rdttam the Public Use Wayhbill File.

The American Railroad Association (ARR) is the seunf railroad costs. The ARR
produces cost indexes for the railroad industra@uarterly basis to construct the Railroad
Cost Recovery Index (RCR). The RCR, available fd@77 to the present, is based on data
from all Class | railroads in the United Stateg] enpublished for the Eastern District and

the Western District railroads, as well as foréinéire United States. The indexes include
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wage rates, wage supplements, fuel, materials @¢maliss, equipment rents, purchased
services, depreciation, interest, taxes (other themme and payroll), and all other operating
expenseslhe fuel index represents the change in the average per gallon of No. 2 diesel
fuel paid by the four largest railroads Compogitgexes are constructed from the basic ones,
like the total excluding fuel (Figure 21) and th€R The weights used to calculate the RCR
are based on freight operating expenses plus tikadges for all Class | railroads. The base

period of the RCR is 2003. (ARRS)

Demand and supply shifters of grain transportatihver than RCR components were
also included in the data. The selected shiftexgeal exchange rates, diesel prices,
Mississippi River levels, crop specific agricultuyaar dummy variables, and seasonal
dummies. Monthly real exchange rates for corn, sayk, and wheat (Figure 22) (from the
US wrt the weighted average destinatfBnaere obtained from ERS-USDA. These real
exchange rates behave in similar form and decr@asethe available period indicating an
improvement in the competitiveness of the US. WieEkésel price is reported by the GTR
as Truck index (Figure 20). Mississippi river levat Carlington, NO were obtained from the
US Army Corps of Engineers (Figure 23) and othace$ along the river (Table 16 and
Table 17). While in the upper sections of the Misgipi River there are docks and levies
(Figure 24) that facilitate navigability by contiio water levels, in the lower sections water

runs free. For this reason water level variatio@atington, NO is more pronounced than in

*The RCR and its components have private informatige are grateful to the ARR for the
release of this information for research purposes.

*>Indexes are constructed so that an upward moveimginates a rise in the U.S. dollar's
value (an appreciation) and a subsequent lossad pompetitiveness for U.S. exports or a
relative reduction in import prices.
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any of the available points of the upper MississRiper (Table 17)°. As a consequence,
and also because the destination of all exportdsaiggNO, the river level included in the

models is the one at Carlington, NO.

Crop specific agricultural year dummies were ineldidh the models to account for
unobserved annual shifters like yearly grain praidng export and ethanol demand changes.
Corn and soybean agricultural year was definedaas October to October and wheat
agricultural year was defined as August to Auglike inclusion of these agricultural year
dummies prevents joint movements of demand fosprartation, which may move barge
and railroad rates in the same direction, fromtangaany bias of the estimates. Due to the
crop seasonality and the seasonal effect on waxet,Iseasonal dummies were also

included.

3.2 Stationarity
Unit root tests and stationarity tests were perfatman the variables. The ADF tests (Table
21) rejected for most of the variables the presefi@unit root against a stationary process,
and a stationary process with drift or trend in earases. KPPS stationarity tests were also
performed on all variables (Table 21). In all cast@gionarity was rejected against a unitary
root. Given the results of the tests, the typeat&dve are working ¢ and evidence of
stationarity found in previous papers (Yu, Zhanyg &uller, 2006; Yu, Bessler, and Fuller,

2007) we decided to treat the variables as statjotafact, no paper in the barge and

“Water levels at Carlington, NO varied for the aablé period from 1.24 to 17.04 feet.

“ For example the unit root test reject MississippieRlevels to have a unit root but the
KPSS test reject to be stationary. It seems unredide to consider that river levels are not
stationary.
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railroad literature has found railroad rates, bagedes, fuel prices and river levels to have

unit roots.

3.3 Reduced form model

Following Wilson (1980), a reduced form model foaig transportation prices is as follows:

PT = PT(P,Pt_l,B,g,DT,ﬁ, EPT) (12)

WhereP refers to the price of grain at the farPp,to the price of transportation to the
destinationS andD to vectors of exogenous shifteR to exogenous demand shifters for

transportationST to exogenous supply shifters for transportatiom, s to an error term.

In the short run, if the determinants of equati@rate exogenous, an OLS would
provide unbiased estimations, given that the véggincluded in the model are stationary.
Due to the existence of some competition betweinoaa and barges, the price of railroad
grain rates might depend on barge rates and visavA simultaneous equation model
seems an appropriate approach to solve the posséseestimates of an OLS. The proposed

model is the following one:
Pbarge = Pbarge (P: Pt_l; D, 5; Wbage:ﬁbarge: SPbage) (13)
Prail = Prail(P: Pt_l: 5: 5: Wrail:ﬁrail: SPmiZ) (14)

WhereP,,; andPy,,4. are specific rail tariff and barge rates for gsain
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3.4 3SLS identification
A Durbin—-Wu-Hausman test was performed and exogeogiP; 4. and P4 in
equations (13) and (14) respectively was rejeclbts justifies the estimation of a three
stage least square model. The presence of totaldirg-fuel, the rail cost index of all costs
but fuel, only on equation (14) and a measure démlavel in the river only on equation (14)
allows the identification of the structural parasrstin the 3-SLS. Equations (13) and (14)

are estimated for different combination of bargd eailroad rates.

3.5 Logs vs. levels
We estimate the model of equations (13) and (14Bvials and in logs. Previous studies have
preferred log-log models for estimating grain deimand and supply. MacDonald (1987)
estimated a reduced form model of grain rail ratdsegarithmic form to test the effect of the
Staggers Rail Act of 1980. Fuller, Ruppel, and Be94990) regressed a reduced form
model of grain rail rates in logarithmic form tstehe effect of contract disclosure on
railroad grain rates. Miljkovic et al. (2000) usetbg-log 3SLS to model the supply demand
system for grain movement from the Midwest to thexMan Gulf. Miljkovic (2001)
estimated a log-log 3SLS for a system of demandsapgly of grain railroad services for
four states and two destinations. Yu and FulleD®)0@egressed a log-log 2SLS for the
demand of grain barge transportation in the uppesiskippi River. Yu, Zahang and Fuller
(2006) computed an SUR model in logs for the bdegaand in the upper Mississippi and

[llinois rivers.
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4. Results and discussion
All models were estimated for railroad rates plusl surcharges, and for railroad rates plus
fuel surcharges and secondary market. Resultsmiszb this paper are the ones not
including the secondary mark&trather only railroad rates and fuel surchargés. fodels
were omitted from the paper because, with a feveptxans later mentioned, they were non
significant. This may support the idea that theosdary market is adding more noise than
information to each specific railroad route. Thile following results refer only to railroad
rates plus fuel surcharges. Almost all models egtahin logs had better BICs than the
corresponding level ones and consistent coeffig@rts. Thus, results refer to models in

logs while the models in levels are presentedlastan the annex of this paper.

4.1 Shuttle and unit rail rate indexes
To analyze the general relationship between bandeailroad rates for grains, 3SLS were
estimated for a barge rate index (barge_illin@ggilroad shuttle rate index (Table 22), and
unit rate index (Table 23). Table 22 shows six nhggecifications: the first table with
variables in levels and the second in logs. Sgtiyincluding the rate of the other
transportation mode and a specific explanatoryabdei (1); the models add seasonal and
agricultural year dummy variables (2); real exclargge of corn (3); ocean rates for the Gulf
(ocean_gulf) and PNW (ocean_pnw) (4); a ratio off@ad PNW ocean rates (5); and fuel
prices for barges (diesel) and railroads (fuel) A other regression tables in this study

have the same structure as Table 22.

* The exceptions are the shuttle and unit rate inslexe
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Overall the unit models (Table 23) have more sigaift and robust results across the
various model specifications than do the shuttlel@(Table 22). A possible explanation is
that since shuttle contracts are negotiated ol@ngperiod of time, they might be less
reactive to short-term barge rates than unit ratkes.shuttle and the unit rail indexes have a
significant positive effect on the barge rate indeg_barge_illinois) in all models (Table 22
for shuttle and Table 23 for unit rail indexes),iletbarge rates have non-significant effects
on shuttle and unit rates in most of the modelargB rates have an elastic reaction to shuttle
rates (1.2 to 1.6) and an inelastic reaction to tanes (0.5 to 0.7). The higher elasticity of
barge rate to shuttle compared to unit rates i€#&bgiven shuttles are more export oriented
than are unit trains. What is surprising is hovsttathe barge rate response is to shuttle
rates, showing that the barge market may have market power than previously expected.
It is possible that the reduction of barges af®2made this possible. The elastic reaction
of barges might be the cause of the amplified pafisarge rate compared to shuttle rate

observed in Figure 18.

Water levels, real exchange rates, ocean rategjiasdl prices affect barge rates.
The level in the Mississippi River (levelcarlingtom) has a negative impact on the barge
rate index in all but one models independent ofttverethe rail rate index used is the shuttle
or the unit one (Table 22 and Table 23). A low&elen the river may affect navigability,
reducing the speed of transportation and the maxircargo per barge. A one-foot decrease
in the water level at Carlington, New Orleans ilases the barge rates by 5-7% (Table 22
and Table 23). The real exchange rate of corn reageln as a proxy for exports; when the
real exchange rate increases the US becomes leggetibve. The real exchange rate of

corn, when significant, negatively affects shutthel unit rates (Table 22 and Table 23).
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Although unit rates may be slightly more relatedi¢éonestic transportation than shuttle rates,
both rates are for the use of the same limited atnaiugrain cars. This competition for cars
may push the unit index up, despite an increasieeirmmount of grain destined for the
domestic market. Another reason may be that waitdrmay be used for transporting grain
for export from elevators not invested in the féiels to charge a shuttle. In the case of barge
rates, the real exchange rate of corn is significaty in the unit rate modéfs(Table 23)

with an elasticity of 0.2 to 0.3.

Ocean rates are expected to complement the intandportation services that reach
their respective export ports. In the case of baages, the complementary service is the
ocean rate from the Gulf (ocean_gulf), while theartrate from PNW (ocean_pnw) is a
substitute. Given the fact that rail has no baametition to PNW, an opposite reaction
(compared to the barge rate one to ocean rategpected. Results confirm this assumption;
the elasticity of barge rates to ocean rates frauti I6 -0.4 to -0.5; and 0.2 to 0.3 to ocean
rates from PNW (model (4) in Table 22 and Tablg Z8e difference in the absolute
magnitude of the elasticities (larger for the Gutiidy be partially explained by the more
costly inland transportation to reach the PNW. Ageeted, rail rates reactions are in an
opposite situation than barge rates with respeatéan rates. Shuttle and unit rates are
negatively affected by increments of ocean rateherPNW (elasticities of -0.08 and -0.17
for shuttle and unit respectively) and positivelyibcrements of ocean rates in the Gulf (0.20
for both). The lower reaction of unit rates to PNBJ/)8) compared to shuttle rates may be a

reflection of shuttles being more oriented towardslong distance destination. Results using

*The different results in this case may be explaimgthe characteristic of longerm
agreement of shuttle contracts.
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the ratio of ocean Gulf to ocean PNW rates as ssprgimodel (5) in Table 22 and Table 23)

also confirm the previous results.

Cost indexes have significant effects on bargeraitdate indexes. Diesel and
railroad fuel prices (fuel) respectively increalse price of barge and shuttle and unit rate
indexes as expected (model (6) Table 22 and Ta&)leBarge rates have a stronger reaction
to fuel prices (0.5-0.78) than rail rates (0.12dbuttle and unit). The pricing system in both
transportation modes may be a cause for that diffax. The long term transportation
contracts that rail companies offer to shippers negyire them to manage fuel prices risk,
allowing them to keep rates more stable to fuelgpcdhanges than barge companies. All rail
costs but fuel (totalexclfuel) also significantlffesct shuttle and unit rates in the expected
direction across various model specifications (€&# and Table 23). The respective

elasticities are in the order of 0.237 for shutdtes and 0.4 to 0.9 for unit rates.

Yearly dummy variables (not reported in the tabbeg)significant, which indicates
the existence of omitted shifters on demand anglgudpr transportation. In the case of
barge rates, fall and winter seasons have highes taan spring and summer when most
exports occur. Shuttle rates are not affected bg@®ality, possibly because they are

negotiated over a long period of time that may caneto three seasons.

4.2 Corn rail rates for specific origin-destinatiors
Corn, wheat and soybean rates for a variety ofrignd destinations were analyzed to
further investigate the relationship between bamye railroad rates. In the case of corn, the

railroad routes include Des Moines, IA to Davenpl#t(Table 24 and Table 46); Urbana, IL
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to New Orleans, LA (Table 25 and Table 47); Indidhato Knoxville, TN (Table 26 and
Table 48 for Cincinnati barge rates and Table 2¥ Eable 49 for Lower Ohio barge rates);
Nebraska to Houston, TX (Table 28 and Table 5Gtdrouis barge rates and Table 29 and
Table 51 for barge rate index), Minneapolis to @re@lrable 30 and Table 52 for Twin
Cities barge rate and Table 31 and Table 53 faydoeate index). Overall the results are less
robust than the previous ones with the exceptich@Des Moines, IA to Davenport, IA
(Table 9 and Table 46).

Railroad rates from Des Moines, IA to Davenportae expected to complement
barge rates because the destination is an inlai@pahe Mississippi river. Results confirm
that hypothesis (Table 24). Significant coefficeehtive the expected sign. The elasticity of
railroad rates from Des Moines, IA to Davenport,wah respect to the barge rate index is
significant in different model specifications artdesast equal to -0.093 (model (6) Table 24).
However, rail rates from Des Moines to Davenporhdbaffect barge rates but in only one
model (model (1) Table 24) where the sign is asetqul. The effects of water level, ocean
rates, and diesel prices are in the same direatidmmagnitude as in the previous models,
while the real exchange rate of corn is the exoegither non significant or negative

effect).

For the Urbana, IL to New Orleans, LA corn railragatkes results are less significant
for most of the variables (Table 25), with signsha expected direction with the exception
of price-price elasticities that are negative fardge-rail and non significant for the inverse
case. No clear explanation for this negative sigste since it was expected that the two

modal transports where competing with each othedsb is interesting to note that the
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instruments (levelcarlington_no and log_totalexelfuappear not to be good for these

models: they are non significant in the majoritynoddels.

In the case of transportation from Indiana to Tesee, a destination area of big
consumption of corn by the poultry industry, onlgael (4) has a significant positive effect
of Cincinnati barge rates on railroad corn rate$\doe versa (table 11). Table 12 presents
results using the Lower Ohio River barge rates)(lostead of Cincinnati barge rates.
Results are almost identical to the previous owdsle the real exchange rate negatively
affects barge rates (with an elasticity of -0.3(@7 (Table 27 and Table 28 respectively)), it
does not affect the railroad rate, probably becdesmessee is a domestic destination. An
increase in the real exchange rate is expectatttease domestic consumption of corn
creating a demand increment for transportatiomis route, but the competition with export
for grain railcars decrease pushes rail rates dowtiis case the effects apparently offset
each other. It appears that despite these bargemat directly competing with rail rates to
Tennessee they do affect them, possibly by chartgmeglevators’ decision from selling in

the domestic market to exporting the corm.

Corn railroad rates for Nebraska to Houston, TX aete@re presented in Table 28
and 29. Table 28 has as the other dependent variailel St Louis barge rate, while Table 29
has the lllinois barge rate. Results are similabfath barge rates, with some significant
effects of barge rates on railroad rates (posasexpected) and unexpected negative effects
of barge rates on rail rates. Nevertheless, anettiected result was confirmed. Given that
the destination is on the Gulf, it was expected @Gaf vessel rates and PNW vessel rates

affected respectively in a negative and positivenfthe railroad rate from Nebraska to
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Houston, TX. The results confirm this hypothedm price-price elasticities are -0.42 and

0.21 respectively (Table 28 model (4)).

To account for the effect of rail rates to PNW @mde rates, corn rail rate models
were estimated for Minneapolis to Oregon (TableaB0 Table 31). Table 30 presents results
including as second dependent variable the Twire€Harge rate (TWE} while Table 31
includes the lllinois barge rate index, which isigable all year around. Table 30 shows
robust positive effects of barge rate on rail ragexpected. It is interesting to note that
when the barge_illinois rate is used (Table 319taad of the TWC barge rate, the effect of
barge rate on rail rate disappears. ConsideringlW&C is closer than the lllinois River to
the origin (Minneapolis), this result provides sagmg evidence that distance from the

origin to the water system affects the completietween barges and railroads.

4.3 Wheat rail rates for specific origin-destinatims
Wheat railroad rate models for the railroad roateorth Dakota to Oregon, North Dakota
to Texas, and Kansas to Texas are presented oa 32lb Table 37. For the route ND to
Oregon, the effect of railroads on barge rategaiScant and robust across various model
specifications when using the TWC barge rate (T&B)e As in the case of corn transported
to the PNW from Minneapolis, the effect disappeengn using the lllinois instead of the
TWC barge rate in the models (Table 33). Thisltdatther supports the importance, for

rail barge competition, of the distance betweerotiigin and the river transportation system.

**These barge rates are not available from the begjrof December to mid-March since
the river is frozen and there is no barge service.

*' The effect on the opposite direction has no robesilts with coefficients changing signs
across models.
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Another similarity with corn transported from Miragmlis to the PNW (Table 30) is
that the Mississippi water level has a positiveefion barge prices. This is the only origin
where this happens. A possible explanation maphakeeaven lower levels at New Orleans
may affect barge navigability; higher levels mayelven more problematic since they require
closing levies to navigation. In other words, ie tbp upper part of the Mississippi River,
high water levels are more problematic than lowegels. The effect of railroads on barge
rates is also positive as in the case of corngd?iRW. The effect is significant in only two

models (models (1) and (2) of Table 32), when ffeceis positive as expected.

For the routes North Dakota to Texas (Table 34 atale 35) and Kansas to Texas,
results are similar to previous models from Minr@epand North Dakota to PNW. TWC
barge rates have robust significant positive impactail rates (Table 34) with a price-price
elasticity of 0.3 to 0.6. On the contrary, lllisddarge rates (Table 35) do not have
significant effects on rail rates from North Daktdalexas. In the case of wheat from
Kansas transported to Texas, the mid-Mississipfgdoeate (Table 36) has a robust
significant positive impact on rail rates (elagtiaf 0.332) while there is no impact when the
lllinois barge rate is the other dependent varigbbble 37). Water level in New Orleans has

also in this case a robust positive impact on beatgs (Table 36).

4.4 Soybean rail rates for specific origin-destinabns
Soybean models show similar results for the rodi@sh Dakota and South Dakota to
Washington State, and Minnesota to Oregon (Tabl® d&ble 43). In most of the models
there are no significant effects of barge ratesatiroad rates, independent of whether the

barge rate corresponds to the closest water route.
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5. Conclusions
Every year more than 400 million tons of corn, seafiis and wheat are transported in the US
from the Midwest to diverse destinations within doaintry (70%) and abroad (30%).
Exports of corn, soybeans and wheat have beenvediastable over the last decade and
account for an average of 55, 30, and 30 milliors teespectively. The transportation of the
grain is mostly intermodal by combining truck, trabarge and ocean-vessel. In some
situations the modes of transportation competemmothers they complement each other. An
efficient grain transportation system is fundamemaetermining better prices for farmers,
lower food and biofuel costs for consumers, andencompetitive export prices. Yu, Bessler
and Fuller (2007) studied the spatial price linlsageUS grain and transportation markets,
and found that transportation rates (barge, rad, @ean) explain 42—64% of the variation in
corn prices in the long run. Given the importaoié rof competition on market efficiency (in
this case between rail and barge) and the impacao$portation prices on grain price
variation, this paper studies tbempetitive interactions between grain railroa@ésand
barge rates in the Mississippi Waterway System.

Corn and soybeans are produced closer to the IdigpisNaterway System than is
wheat. For this reason more than 55% of corn agldessms exported are moved by barges
vs. 33% by rail; while only 30% of the wheat is mdwy barge vs. 65% by rail. This
geographical situation has an impact in the seleaif the export port, with corn and
soybeans highly concentrated in the Mississippf @udl wheat more in the PNW and Texas
Gulf. Because the PNW cannot be reached by bgrgm rail rates may have more market
power those farther from the Mississippi river. Sbiudy expands the scarce literature on

rail-barge competition by concentrating for theffitime on the effect of barge rates on
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railroad rates and analyzing the effect of distaretveen origin and the Mississippi

waterway system on their competitive interactions.

Despite the existing research on grain rail rdittke is known about the impact of
barges on their market power. By using data froenGinain Transportation Report this paper,
estimates simultaneous equation models of bargeadnolad rates (in logs and levels) for
specific origins-destinations and grains (corn, atlend soybeans). This study benefits from

instrumental variables as river levels and railroast indexes.

Results show that barge rates have an elastiaoedotshuttle rates (1.2 to 1.6) and
an inelastic reaction to unit rates (0.5 to 0.7)levthey do not systematically respond to
shuttle rates. The higher elasticity of barge tatehuttle compared to unit rates is logical
given shuttles are more export-oriented than aretians. What is surprising is how elastic
the barge rate response is to shuttle rates, shawat the barge market might have more
market power than previously expected. The insenisifor the 3SLS models (Water level
in the Mississippi River in the area of New Orleans  railroad-all-costs-but-fuel AAR
index) where significant in most of the models simgathat they were a good choice,

especially considering water levels.

It was also possible to find results showing intedial transportation that
complement or compete with each other. Rails comefg more than PNW barges do with
the Gulf: the elasticity of barge rates to ocedaas@om Gulf is -0.4 to -0.5, and 0.2 to 0.3 to
ocean rates from PNW. The lower reaction of uatiés to PNW(-0.08) compared to shuttle
rates may be a reflection of shuttles being moiented towards that long distance

destination. The paper also presents results for, @theat and soybeans.

www.manaraa.com



86

In the case of corn it was possible to identifytfog first time in the literature the
existence of complementarity between rail and tmngéhe rail line from Des Moines, IA to
Davenport, IA. Other covariates had similar effexgsn the case of grain shuttle and unit
rate models. For the line Minneapolis to PNW, TW&Ede rates where found to have robust
positive effects on rail rates as expected dubdo tompetitive nature. The same model
estimated with lllinois barge rate rather than TW&Zge rate shows no effect of this rate on
rail rates to PNW. This result provides suppor@wglence that distance from the origin to
the water system affects the completion betweegdsaand railroads. Similar situations were
found in wheat, which is produced farther from RBhigsissippi water system. As a
consequence, the impact of barge rates on raihatad is reduced when the origin of the

grain is distant from the waterway.

The present study has some data limitations. 1920k USDA'’s Grain
Transportation Report (GTR) started reporting #seoadary market unit grain train and
shuttle grain train indexes. At the same timelsio @&tarted reporting rail rates for corn,
wheat, and soybeans for specific rail routes. feutesearch may provide extended data. One
possible source used by the USDA to expand thes @ster time and railroad routes) is the
Private version of the Carload Waybill Sample, whig accessible only through federal
institutions. Another limitation of the study isetluse of only one water level at New Orleans.
Given its effect for models of origin in Minnes@ad Kansas that the sign is the opposite
than expected, it might be beneficial to deepetysthe effect of river levels at various

points of the Mississippi River and its subsidiarie
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Figures

2007 Estimated Corn Production-Consumption
Surplus/Deficit for Animal Feed Utilization
and Corn Export Ports
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Figure 2. Origin and destination of corn.

Source: Figure 8 in Marathon and Denicoff (20119s&] on Census of Agriculture, 2007
and Economic Research Service, USDA. Surplus-defstimate is based on county-level
production, U.S. feed use, and county-level animantories (summed based on Grain
Consuming Animal Unit factors). U.S. Waterborne &ntp and Imports from the Port Import

Export Reporting Service (PIERS).
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2007 Estimated Soybean Production-Consumption
Surplus/Deficit and Export Ports
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Figure 3. Origin and destination of soybean.

Source: Figure 14 in Marathon and Denicoff (20BBsed on Census of Agriculture, 2007
and Economic Research Service, USDA. Surplus-aefistimate is based on county-level
production, U.S. soybean meal use (soybean equiyadnd county-level animal inventories
(summed based on High Protein Animal Unit factddsp. Waterborne Exports and Imports

from the Port Import Export Reporting Service (PR
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2007 Estimated Wheat Production-Consumption
Surplus/Deficit and Wheat Export Ports
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Figure 4. Origin and destination of wheat.
Source: Figure 11 in Marathon and Denicoff (20BBsed on Census of Agriculture, 2007

and Economic Research Service, USDA. Surplus-defstimate is based on county-level

production and consumption (based on populationpgnatapita fl our consumption). U.S.

Waterborne

Exports and Imports from the Port Import Export 8#pg Service (PIERS).
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Figure 7. UP railroad map

Source: UP.
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Figure 8. Unit and Shuttle grain railroad index rates
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Figure 9. Railroad rate indexes for corn.
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Figure 10. Railroad rate indexes forsoybeans.
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Figure 11 Railroad rate indexes for wheat
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Figure 12. Barge routes and Barge rate origin locéns.

Source: GTR.
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Figure 13 Barge lllinois river grain rates index.
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Figure 14. Barge Lower Ohio grain rates index
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Figure 15 Barge Middle Mississippi grain rates index
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Figure 16. Barge St Louis grain rates inde»
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Figure 17. Barge Cincinatti grain rates index
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Figure 18 Barge lllinois and Shuttle train grain rates index.
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Figure 20. Diesel rate index
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Figure 21 Railroad fuel and Total excluding fuel cost indegs.
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Figure 22 Real exchange rates of corn, soybeans, and wh:
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Source: Figure 1 in Yu, Bessler and Fuller (2006)
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Table 16. Variables description.

Frequency y/ariable

Start End Description

weekly  Level Lock 15  8/21/2002 4/16/2013 Mississippi rilerel (ft) at Lock 15
Level_Dub_IA 8/21/2002 4/16/2013 Mississippi rivevel (ft) at Dubuque, IA
Level NO 8/21/2002 4/16/2013 Mississippi river level (ft) at New Orleans, LA
Level_Minn_MN  8/21/2002 4/16/2013 Mississippi river level (ft) at Minneapolis, MN
Level Lock_1 8/21/2002 4/16/2013 Mississippi river level (ft) at Lock 1, MN
Level_Quincy 8/21/2002 4/16/2013 Mississippi river level (ft) at Quincy, IL
diesel 8/21/2002 4/16/2013 Diesel rate index
unit 8/21/2002 4/16/2013 Railroad unit grain index
shuttle 8/21/2002 4/16/2013 Railroad shuttle gnadtex
barge_illinois 8/21/2002 4/16/2013 Grain rate dethe lllinois river
ocean_gulf 8/21/2002 4/16/2013 Ocean grain raté @@ulapan index
ocean_pnw 8/21/2002 4/16/2013 Ocean grain rate BiN¥span index
twc 4/2/2003 4/16/2013 Grain rate index for Twirti€d
mm 4/2/2003 4/16/2013 Grain rate index for Middlessiksipi
ill 1/1/2003 4/16/2013 Grain rate index for lllisoiiver
stlouis 1/1/2003 4/16/2013 Grain rate index forLsuis
cinc 1/1/2003 4/16/2013 Grain rate index for Ciatfn
loh 1/1/2003 4/16/2013 Grain rate index for Lowdt®
carmem 1/1/2003 4/16/2013 Grain rate index for @demphis
memso 1/1/2003 4/16/2013  Grain rate index for Mieisy$O

monthly  rexch corn Jan-02 Mar-13 Real Exchange rate of Corn
rexch_soybeans Jan-02 Mar-13 Real Exchange r&8eydfeans
rexch_wheat Jan-02 Mar-13 Real Exchange rate ofd{vhe
rrs_ndwa Jan-09 Dec-12 Railroad soybean unit thigfh ND to WA
rrs_mnor Jan-09 Dec-12 Railroad soybean unit thofh MN to OR
rrw_kstx Jan-09 Dec-12 Railroad wheat unit tanéfh KS to TX
rrw_ndor Jan-09 Dec-12 Railroad wheat unit taréfi ND to OR
rrw_ndtx Jan-09 Dec-12 Railroad wheat unit tariéfh ND to TX
rrc_mnor Jan-09 Dec-12 Railroad corn unit tariéfifr MN to OR
rrs_sdwa Jan-09 Dec-12 Railroad soybean unit tiaaffi SD to WA
rrc_ilno Jul-10 Apr-13  Railroad corn unit tarifioim IL to NO
rrc_dsmdvp Jun-10 Apr-13 Railroad corn unit tairiéfm DSM to Davenport
rrc_intn Jun-10 Apr-13  Railroad corn unit tarifofn IN to TN
rrc_netx Jun-10 Apr-13  Railroad corn unit tarifbin NE to TX
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Table 16. continued.

quarterly fe| Jan-02 Dec-12 American Railroad AssociatioRR) Fuel index
totalexclfuel Jan-02 Dec-12 ARR Cost index of guts but fuel
railroadcost Jan-02 Dec-12 ARR Cost index of autsp
summer Summer dummy variable
fall Fall dummy variable
winter Winter dummy variable
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Table 17. Variable statistics
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Frequency Variable Obs Mean Std. Dev Min Max

hoil 752 1.653965 .9099338 .2984 3.9435
Level_Lock 15 750 7.338973 3.257307 2.67 22.29
Level_Dub_IA 691 9.43741 2.633392 6.43 24.61
Level_NO 740 6.530216 3.906012 1.24 17.04
Level_Minn_MN 79 726.0089 1.382943 724.47 731.94
Level_Lock_1 471 690.5071 3.620918 686.92 707.14
Level_Quincy 748 12.66529 2.534144 8.71 29.76
illrivr 751 316.6658 149.8966 115 1050
diesel 558 189.5271 60.0172 89.46309 333.557

weekly it 556  160.3496  43.35098 9519223  234.2963
shuttle 558 152.9056 34.99616 99.26523 240.342
barge_illinois 556 203.529 78.97038 70 583.3333
ocean_gulf 552 251.4452 105.2353 90.02683 630.5903
ocean_pnw 552 244.4282 106.267 78.22695 659.5745
twc 340 415.337 139.896 162 731.25
mm 398 382.2276 141.9197 139 831
ill 538 372.5618 140.1202 126 1050
stlouis 539 316.1824 148.003 85 1150
cinc 538 335.3301 152.7546 111 937.5
loh 538 335.8902 153.3276 111 937.5
carmem 537 288.8858 150.6934 88 1108.333
memso 531 388.7893 197.6353 135 1422.526
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Table 17. continued.

rexch_corn 519 94.28728 8.260909 76.2 113.3
rexch_soybeans 519 85.34162 14.31317 56.2 106.8
rexch_wheat 519 81.44644 15.98211 53 111.3
rrs_ndwa 48 5009.438 463.4085 4201.5 5847.9
rrs_mnor 48 5178.894 515.6183 4277.2 6088.9
rrw_kstx 48 3261.585 338.786 2755.7 3914.9
monthly rrw_ndor 48 4910.538 434.8975 4193.4 5586.2
rrw_ndtx 48 5889.296 481.1475 5121.3 6633
rrc_mnor 48 4951.394 477.0677 4127.2 5558.9
rrs_sdwa 48 5156.073 492.7511 4292.9 6035
rrc_ilno 34 3117.433 169.6743 2848.02 3341.46
rrc_dsmdvp 35 1983.576 71.1392 1879.21 2093.33
rrc_intn 35 3159.319 331.4269 2652.91 3579.18
rrc_netx 35 3534.253 185.906 3107.24 3715.08
fuel 145 307.171 230.2819 95.1 1115
quarterly  totalexclfuel 144 259.7618 95.48318 96.8 456.8
railroadcost 144 270.8882 113.8756 96.5 537.5
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Table 18. Correlation between modal transportations

diesel shuttle unit barge illinois ocean_gulf ocqanw
diesel 1
shuttle 0.7781 1
unit 0.8576 0.9362 1
barge_illinois 0.6282 0.6026 0.5913 1
ocean_gulf 0.4706 0.2343 0.1926 0.2882 1
ocean_pnw 0.3326 0.0876 0.0288 0.2541 0.9435 1
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Table 19. Correlation between different barge rates

barge illinois  twc mm ill stlouis cinc loh carmem
barge_illinois 1
twc 0.9338 1
mm 0.9848 0.9702 1
ill 0.9999 0.9342 0.985 1
stlouis 0.9617 0.8558  0.9347 0.9619 1
cinc 0.9634 0.8807 0.9467 0.9637 0.9638 1
loh 0.9628 0.879  0.9458 0.963 0.9647  0.9998 1
carmem 0.9206 0.8015 0.888  0.9206 0.977 0.9526 30.95 1
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Table 20. Railroad rates correlation

rrs_ndwa rrs_mnor  rrw_kstx  rrw_ndor rrw_ndtx rrcann rrs_sdwa  rrc_ilno rrc_dsmdvp rrc_intn rrc_netx
rrs_ndwa 1
rrs_mnor 1.00 1
rrw_kstx 0.84 0.83 1
rrw_ndor 0.96 0.97 0.87 1
rrw_ndtx 0.97 0.97 0.86 1.00 1
rrc_mnor 0.94 0.95 0.75 0.96 0.96 1
rrs_sdwa 1.00 1.00 0.83 0.96 0.97 0.95 1
rrc_ilno 0.92 0.92 0.78 0.90 0.93 0.91 0.92 1
rrc_dsmdvp 0.85 0.84 0.79 0.77 0.80 0.70 0.85 0.86 1
rrc_intn 0.84 0.83 0.89 0.86 0.86 0.76 0.83 0.84 0.80 1
rrc_netx 0.96 0.97 0.77 0.96 0.97 0.99 0.96 0.94 0.76 0.80
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Table 21. ADF and KPPS tests

ADF KPSS
Frequency Variable drift trend lags Pvalue P value

hoil Yes 4 0.0842 <0.01
Level Lock 15 0 0.0000 <0.01
Level Dub_IA 0 0.0000 <0.01
Level NO 0 0.0000 <0.01
Level_Minn_MN 0 0.0439 <0.01
Level Lock 1 0 0.0000 <0.01
Level_Quincy 0 0.0000 <0.01

illrivr 0 0.0003 <0.01
diesel Yes 4 0.0354 <0.01
unit Yes 4 0.0005 <0.01
weekly shuttle Yes 0 0.0116 <0.01
barge_illinois 0 0.0001 <0.01
ocean_gulf Yes 4 0.0054 <0.01
ocean_pnw Yes 4 0.0045 <0.01
Twce 0 0.0274 <0.01
Mm 0 0.0068 <0.01
11 0 0.0001 <0.01
Stlouis 0 0.0000 <0.01
Cinc 0 0.0028 <0.01
Loh 0 0.0023 <0.01
Carmem 0 0.0000 <0.01
Memso 0 0.0000 <0.01
Rer_corn Yes 0 0.0076 <0.01
Rer_soybeans Yes 3 0.1093 <0.01
Rer_wheat Yes 3 0.1021 <0.01
rrs_ndwa Yes 0 0.0030 <0.01
rrs_mnor Yes 0 0.0018 <0.01
rrw_kstx Yes 0 0.062 <0.01
monthly rrw_ndor Yes 0 0.0001 <0.01
rrw_ndtx Yes 0 0.0001 <0.01
rrc_mnor Yes 0 0.0144 <0.01
rrs_sdwa Yes 0 0.0020 <0.01
rr_c_urbana_no Yes 3 0.1060 <0.01
rr_c_dsm_davenport Yes 3 0.0014 <0.01
rr_c_indi_tn Yes 3 0.1174 <0.01
rr_c_neb_ht Yes 3 0.0456 <0.01
Fuel Yes 0 0.1807 <0.01
quarterly  Totalexclfuel Yes 1 0.1190 <0.01
Railroadcost Yes 1 0.9966 <0.01
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Table 22. 3SLS for Logs of Shuttle Railroad and Bage Rate Indexes of Corn

1) 2) 3) 4) (5) (6)
log_barge_illinois
log_shuttle 0.660 1.428" 1.325 1.684" 1.634" 1.2717
levelcarlington_no -0.232 -0.053 -0.058" -0.037 -0.059 -0.097”
summer 0.046 0.049 0.033 0.032 0.015
fall 0.296" 0.303" 0.259" 0.261" 0.296
winter 0.130" 0.128" 0.089" 0.109" 0.197"
log_realexchangeratecorn -0.138 -0.131 -0.080 038.
log_ocean_gulf -0.492
log_ocean_pnw 0.234
log_gulf_pnw_ratio -0.103 -0.127"
log_diesel 0.788
log_shuttle
log_barge_illinois 0.167 -0.009 0.102 0.239 0.099 -0.107
log_totalexclfuel 0.843 0.493 0.357 0.228 0.325 0.273
summer 0.050 0.035 0.019 0.036 0.051
fall 0.117 0.061 0.002 0.065 0.750
winter 0.072 0.035 0.016 0.036 0.064
log_realexchangeratecorn -0.162 -0.077 -0.163 -0.237"
log_ocean_gulf 0.202
log_ocean_pnw -0.086
log_gulf_pnw_ratio 0.032 0.024
log_fuel 0.115
bic -1240.717 -1673.649 -1855.698 -2235.897 -18%B.8 -1646.586
N 541 541 541 535 535 535

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 23. 3SLS for Log of Unit Railroad and BargeRate Indexes of Corn

(1) (2) 3) (4) (5) (6)
log_barge_illinois
log_unit 0.648" 0.681" 0.569" 0.724" 0.714" 0.743"
levelcarlington_no -0.215 -0.057" -0.068” -0.061" -0.071" -0.059”
summer 0.062 0.069" 0.056 0.055 0.040
fall 0.362" 0.367" 0.338" 0.338" 0.357"
winter 0.162" 0.153" 0.126~ 0.135" 0.195"
log_realexchangeratecorn -0.515 -0.333" -0.306" -0.194
log_ocean_gulf -0.385
log_ocean_pnw 0.269
log_gulf_pnw_ratio -0.103 -0.130"
log_diesel 0.537
log_unit
log_barge_illinois 0.265 -0.158 -0.038 -0.002 -0.027 0.310
log_totalexclfuel 0.800 1.130" 0.985" 0.886" 0.903" 0.413"
summer 0.097 0.080" 0.077" 0.080" 0.023
fall 0.214 0.153 0.141 0.152 -0.028
winter 0.138 0.099" 0.097 0.101 0.002
log_realexchangeratecorn 0170 -0.138 -0.153 -0.029
log_ocean_gulf 0.190
log_ocean_pnw -0.173
log_gulf_pnw_ratio 0.060 0.086"
log_fuel 0.127
bic -1362.746  -1580.448 -1673.549 -1696.510 -16®.7 -2119.094
N 539 539 539 533 533 533

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<
0.01
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Table 24. 3SLS for Log of Des Moines, IA to Davenpp IA Railroad and Barge Rates

of Corn

(1) (2) (3) (4) (5) (6)
log_barge_illinois
log_rr_c_dsm_davenport -0.354 1.138 1.315 2.399 1.294 -0.058
levelcarlington_no -0.371 -0.286 -0.327 -0.452 -0.332 -0.327"
summer -0.315 -0.361 -0.456 -0.368 -0.254"
fall 0.370” 0.252" 0.183 0.244 0.251"
winter 0.121 0.038 0.072 0.042 0.041
log_realexchangeratecorn -0.350 -0.399" -0.390” -0.405”
log_ocean_gulf 0.291
log_ocean_pnw -0.119
log_gulf_pnw_ratio 0.010 0.003
log_diesel 0.245
log_rr_c_dsm_davenport
log_barge_illinois -0.055 -0.487  -0.425" -0.418" -0.423" -0.093”
log_totalexclfuel 0.852 0.170 0.173 0.193 0.186 0.056"
summer -0.048 -0.053 -0.038 -0.039 -0.082
fall 0.211 0.123 0.128 0.132 0.006
winter 0.025 -0.028 -0.004 -0.004 -0.052
log_realexchangeratecorn -0.715  -0.206" -0.206" -0.070”
log_ocean_gulf -0.060
log_ocean_pnw 0.084
log_gulf_pnw_ratio -0.037 0.013
log_fuel 0.237°
bic -793.969 -1084.961 -1107.534 -1017.152 -1096.42-1364.230
N 142 142 142 141 141 141

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 25. 10 3SLS for Log of Urbana, IL to New Orlans, LA Railroad and Barge

Rates of Corn

(1) (2) (3) (4) (5) (6)
log_barge_illinois
log_rr_c_urbana_no -0.412 0.629 0.857 2.077 0.811 -0.008
levelcarlington_no -0.278 -0.284 -0.372 -0.671 -0.377 -0.339
Summer -0.294 -0.383  -0.607 -0.391 -0.253"
Fall 0.381" 0.245 0.079 0.234 0.257"
winter 0.106 0.014 0.004 0.010 0.043
log_realexchangeratecorn -0.361 -0.4327  -0.364" -0.333"
log_ocean_gulf 0.497
log_ocean_pnw -0.257
log_gulf_pnw_ratio 0.024 0.007
log_diesel 0.217
log_rr_c_urbana_no
log_barge_illinois -0.430 -1.339° -1.076°  -1.033"  -1.075" -0.241"
log_totalexclfuel 0.754 0.283 0.292 0.418 0.325 0.044
summer -0.119 -0.121 -0.076 -0.090 0174
fall 0.606 0.375 0.359 0.397 0.053
winter 0.135 0.015 0.088 0.074 -0.056
log_realexchangeratecorn -0.356  -0.33¢ -0.338" -0.082"
log_ocean_gulf -0.008
log_ocean_pnw 0.178
log_gulf_pnw_ratio -0.088 0.029
log_fuel 0.493
bic 744703  -686.822 -685.983  -537.022 -684.065 0261079
N 137 137 137 136 136 136

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 26. 3SLS for log of Indiana, IL to New Orleas, LA Railroad and Cincinnati

Barge Rates ofCorn

1) (2) 3) (4) () (6)
log_cinc
log_rr_c_indi_tn -0.430 0.345 0.381 0.836 0.394 0.033
levelcarlington_no -0.400 -0.112 -0.134 -0.145 -0.137 -0.308"
summer -0.096 -0.132 -0.074 -0.124 -0.144
fall 0.615" 0.485" 0.500" 0.491" 0.409”
winter 0.114 0.017 0.141 0.037 0.014
log_realexchangeratecorn -0.462 -0.470"  -0.453"  -0.473
log_ocean_gulf 0.399
log_ocean_pnw 0.005
log_gulf_pnw_ratio -0.024 0.017
log_diesel 0.348
log_rr_c_indi_tn
log_cinc 0.064 0.508 0.469 0.317  0.457 -0.119
log_totalexclfuel 0.968 0.520" 0.523" 0.399" 0.521" 0.744"
summer -0.043 -0.040 -0.067 -0.045 -0.038
fall -0.446 -0.395  -0.289" -0.397° -0.089
winter -0.161 -0.137° -0.168" -0.145°  -0.109"
log_realexchangeratecorn 0.098 0.063 0.089 -07198
log_ocean_gulf -0.232
log_ocean_pnw 0.008
log_gulf_pnw_ratio 0.012 -0.032
log_fuel -0.156
bic -538.381 -698.869 -808.116 -825.008 -791.695 29643
N 142 142 142 141 141 141

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 27. 3SLS for Log of Indiana, IL to New Orleas, LA Railroad and Lower Ohio

Barge Rates of Corn

(1) (2) 3) (4) (5) (6)
log_loh
log_rr_c_indi_tn -0.43T 0.348 0.383 0.837 0.396 0.035
levelcarlington_no -0.400 -0.112 -0.135 -0.146 -0.138 -0.309"”
summer -0.098 -0.134 -0.077 -0.126 -0.147
fall 0.613" 0.484" 0.498" 0.489" 0.406"
winter 0.113 0.015 0.139 0.034 0.011
log_realexchangeratecorn -0.462 -0.470"  -0.453"  -0.474"
log_ocean_gulf 0.399
log_ocean_pnw 0.004
log_gulf_pnw_ratio -0.024 0.018
log_diesel 0.348
log_rr_c_indi_tn
log_loh 0.064 0.505 0.467 0.316  0.455 -0.118
log_totalexclfuel 0.968 0.519" 0.523" 0.400" 0.521" 0.744"
summer -0.042 -0.039 -0.066 -0.045 -0.038
fall -0.443 -0.393 -0.288" -0.390° -0.089
winter -0.160 -0.136 -0.167" -0.144 -0.109"
log_realexchangeratecorn 0.097 0.062 0.088 -07197
log_ocean_gulf -0.232
log_ocean_pnw 0.009
log_gulf_pnw_ratio 0.012 -0.032
log_fuel -0.157
bic -538.347  -699.130  -808.897  -825.434  -792.380 30739
N 142 142 142 141 141 141

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 28. 3SLS for Log of Nebraska to Houston, TX &lroad and St Louis Barge

Rates of Corn

(1) (2) 3) (4) (5) (6)
log_stlouis
log_rr_c_neb_ht -0.187 2.159 2.224 0.704 2.120 -0.622
levelcarlington_no -0.486 -0.699 -0.729 0511  -0.732"  -0.390"
summer -0.697 -0.744 -0.364 -0.753 0.118
fall 0.172 0.067 0.096 0.053 0.419
winter -0.021 -0.098 -0.090 -0.114 0.136
log_realexchangeratecorn -0.317 -0.450" -0.337 -0.405”
log_ocean_gulf 0.345
log_ocean_pnw -0.100
log_gulf_pnw_ratio 0.082 0.002
log_diesel 0.493
log_rr_c_neb_ht
log_stlouis -0.188  -0.755°  -0.684"  -0.741"  -0.687" -0.053
log_totalexclfuel 0.806 0.626" 0.607" 0.364 0.633" -0.029
summer 0.191 0.167" 0.202" 0.192" -0.003
fall 0.574" 0.432" 0.493" 0.450" 0.060
winter 0.236 0.145 0.141 0.188 -0.015
log_realexchangeratecorn -0.350 -0.308"  -0.334" -0.076
log_ocean_gulf -0.425
log_ocean_pnw 0.210
log_gulf_pnw_ratio -0.078 0.039
log_fuel 0.515
bic -562.110  -369.215  -408.290  -548.936  -406.048 96-B04
N 143 143 143 142 142 142

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 29. 3SLS for Log of Nebraska to Houston, TX &lroad and Barge Rates of Corn

1) 2) 3) (4) 5) (6)
log_barge_illinois
log_rr_c_neb_ht -0.368 0.513 0.595 8.948 0.583 -0.299
levelcarlington_no -0.343 -0.290 -0.328 -2.453 -0.339 -0.295"
summer -0.384 -0.443  -3.096 -0.450 -0.134
fall 0.298 0.166 -2.094 0.158 0.351
winter 0.041 -0.057 -0.875 -0.051 0.130
log_realexchangeratecorn -0.460  -0.700 -0.401° -0.396"
log_ocean_gulf 4.675
log_ocean_pnw -1.758
log_gulf_pnw_ratio 0.013 0.001
log_diesel 0.426
log_rr_c_neb_ht
log_barge_illinois -0.251 -1.128 -0.989"  -1.104"  -0.995" -0.116
log_totalexclfuel 0.758 0.383 0.390 0.281 0.427 0.097
summer 0.016 0.007 0.014 0.038 -0.029
fall 0.626 0.431 0.531" 0.455’ 0.109
winter 0.217 0.097 0.137 0.151 0.026
log_realexchangeratecorn -0.480 -0.464"  -0.463" -0.103
log_ocean_gulf -0.433
log_ocean_pnw 0.246
log_gulf_pnw_ratio -0.089 0.026
log_fuel 0.510°
bic -646.151 -591.644 -613.130 -68.959 -602.602 6965
N 142 142 142 141 141 141

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01

www.manaraa.com



126

Table 30. 3SLS for Log of Minneapolis to Oregon R#&ioad and Twin Cities Barge

Rates of Corn

(1) (2) 3) (4) (5) (6)
log_twc
log_rrc_mnor 0.487 -0.292 -0.655 -0.778 -0.73% -0.166
levelcarlington_no -0.077 0.177  0.265" 0.298" 0.297" 0.274"
summer 0.171 0.127 0.140° 0.132° 0.102
fall 0.517" 0.419" 0.438" 0.431" 0.386"
o0.winter 0.000 0.000 0.000 0.000 0.000
log_realexchangeratecorn -0.764 -0.845°  -0.798"  -0.873"
log_ocean_gulf 0.092
log_ocean_pnw -0.182
log_gulf_pnw_ratio 0.082 0.043
log_diesel -0.522
log_rrc_mnor
log_twc -0.827 0.655 0.614 0.530° 0.534 -0.048
log_totalexclfuel 1.331 0.642" 0.658" 0.651" 0.657" -0.117
summer -0.017 -0.003 0.006 0.004 -0.676
fall -0.227 -0.192 -0.164 -0.167 -0.029
o.winter 0.000 0.000 0.000 0.000 0.000
log_realexchangeratecorn 0.088 0.040 0.049 -0.096
log_ocean_gulf -0.140
log_ocean_pnw 0.159
log_gulf_pnw_ratio -0.053 0.016
log_fuel 0.805
bic -458.286  -681.858  -661.079 -644.671 -657.307 86-836
N 131 131 131 131 131 131

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 31. 3SLS for Logs of Minneapolis to Oregon &lroad and Barge Rates of Corn

1) 2) 3) 4) (5) (6)
log_barge_illinois
log_rrc_mnor 0.279 0.243 -0.061 -0.204 -0.043 0.548
levelcarlington_no -0.270 -0.072 -0.068 -0.049 -0.076 -0.077
summer -0.009 -0.015 0.028 -0.018 -0.070
fall 0.462" 0.412" 0.452" 0.408" 0.464"
winter 0.289" 0.250" 0.229” 0.254" 0.305"
log_realexchangeratecorn -0.358  -0.426"  -0.351" -0.140
log_ocean_gulf -0.379
log_ocean_pnw 0.130
log_gulf_pnw_ratio -0.004 -0.001
log_diesel 0.264
log_rrc_mnor
log_barge_illinois -0.100 -2.450 -1.434 -1.525 aK2 -0.022
log_totalexclfuel 0.943 0.799 0.434 0.305 0.453 0.081
summer 0.195 0.096 0.140 0.098 0.027
fall 1.371 0.713 0.790 0.656 0.029
winter 0.977 0.497 0.439 0.472  -0.005
log_realexchangeratecorn -0.566 -0.711 -0.510 109.
log_ocean_gulf -0.703
log_ocean_pnw 0.242
log_gulf_pnw_ratio -0.008 0.021
log_fuel 0.42T
bic -731.306  -793.062  -1019.095 -1135.610 -982.6561036.710
N 203 203 203 201 201 201

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 32. 3SLS for Logs of North Dakota to Oregon Rilroad and TWC Barge Rates of

Wheat

3) (4) () (6)
log_twc
log_rrw_ndor 0.200 0.199 0.187 -0.259
levelcarlington_no 0.244" 0.243" 0.254" 0.185
summer 0.108 0.114 0.109 0.115
fall 0.556" 0.564" 0.560" 0.579"
o.winter 0.000 0.000 0.000 0.000
log_realexchangeratewheat -0.531  -0.558" -0.544" -0.386"
log_ocean_gulf -0.038
log_ocean_pnw 0.000
log_gulf_pnw_ratio 0.015 0.046
log_truck 0.652
log_rrw_ndor
log_twc 0.584" 0.573" 0.619” 0.301"
log_totalexclfuel 0.393" 0.395" 0.382" 0.225"
summer -0.009 0.002 -0.012 -0.049
fall -0.310" -0.292" -0.325" -0.191"
o.winter 0.000 0.000 0.000 0.000
log_realexchangeratewheat 0324  0.297 0.345" 0.214"
log_ocean_gulf -0.074
log_ocean_pnw 0.012
log_gulf_pnw_ratio 0.019 0.017
log_fuel 0.372
bic -890.594 -890.078 -883.734 094922
N 131 131 131 131

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 33. 3SLS for Logs of North Dakota to Oregon Rilroad and Barge Rates of

Wheat

1) (2) 3) (4) () (6)
log_barge_illinois
log_rrw_ndor 0.274 -0.363 -0.452 -0.323 -0.321 0.722
levelcarlington_no -0.262 0.070 0.069 0.064 0.028 -0.095
summer 0.016 0.015 0.078 0.034 -0.021
fall 0.447" 0.433" 0.487" 0.444" 0.517"
winter 0.324" 0.308" 0.305" 0.335" 0.338"
log_realexchangeratewheat -0.111 -0.079 -0.017 .03®
log_ocean_gulf -0.833
log_ocean_pnw 0.615
log_gulf_pnw_ratio -0.132 -0.141"
log_diesel -0.064
log_rrw_ndor
log_barge_illinois 0.012 3.616 8.061 6.831 0.362 .33a
log_totalexclfuel 0.929 0.994 2.147 1.505 0.526 0.153
summer 0.141 0.305 -0.137 0.061 -0.003
fall -1.527 -3.238 -3.057 -0.157 0.125
winter -0.962 -1.964 -1.785 -0.026 0.067
log_realexchangeratewheat 1.343 0.744 0.084 10.04
log_ocean_gulf 4.628
log_ocean_pnw -3.713
log_gulf_pnw_ratio 0.025 -0.020
log_fuel 0.476
bic -849.114 -752.618 -465.096 -667.440  -1016.2861041.978
N 203 203 203 201 201 201

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 34. 3SLS for Logs of North Dakota to Texas Riaoad and TWC Barge Rates of

Wheat

(1) (2) (3) (4) (5) (6)
log_twc
log_rrw_ndtx 0.48% 0.608 0.189 0.188 0.176 -0.224
levelcarlington_no -0.055 0.220 0.246" 0.246" 0.257" 0.178
summer 0.132 0.108 0.115 0.110 0.114
fall 0.646" 0.551" 0.560" 0.556" 0.586"
o0.winter 0.000 0.000 0.000 0.000 0.000
log_realexchangeratewheat -0.520 -0.569" -0.554" -0.372”
log_ocean_gulf -0.038
log_ocean_pnw -0.003
log_gulf_pnw_ratio 0.017 0.043
log_diesel 0.647
log_rrw_ndtx
log_twc -0.012 0.490 0.579” 0.558" 0.600™ 0.292”
log_totalexclfuel 0.963 0.309" 0.418" 0.423" 0.412" 0.260"
summer -0.028 -0.008 0.003 -0.010 -0.046
fall -0.298" -0.281" -0.260" -0.290" -0.160"
o0.winter 0.000 0.000 0.000 0.000 0.000
log_realexchangeratewheat 0.388 0.3457 0.389" 0.261"
log_ocean_gulf -0.082
log_ocean_pnw 0.030
log_gulf_pnw_ratio 0.011 0.009
log_fuel 0.358'
bic -654.418  -968.665  -915.024  -910.596  -905.801 36:296
N 131 131 131 131 131 131

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 35. 3SLS for Log of North Dakota to Texas Rabad and Barge Rates of Wheat

1) 2) 3) 4) (©) (6)
log_barge_illinois
log_rrw_ndtx 0.275 -0.359 -0.438 -0.313 -0.311 0.764
levelcarlington_no -0.260 0.071 0.069 0.064 0.028 -0.104
summer 0.013 0.013 0.075 0.032 -0.024
fall 0.453" 0.441" 0.492” 0.450" 0.486 "
winter 0.326 0.3127 0.309” 0.338" 0.319”
log_realexchangeratewheat -0.100 -0.069 -0.010 .0690
log_ocean_gulf -0.823
log_ocean_pnw 0.610
log_gulf_pnw_ratio -0.132 -0.146"
log_diesel -0.124
log_rrw_ndtx
log_barge_illinois 0.038 3.677 8.376 6.980 0.467 .406
log_totalexclfuel 0.920 1.009 2.228 1.543 0.557 0.197
summer 0.137 0.311 -0.148 0.056 -0.002
fall -1.536 -3.346 -3.106 -0.183 0.185
winter -0.972 -2.032 -1.812 -0.046 0.113
log_realexchangeratewheat 1.420 0.791 0.116 80.00
log_ocean_gulf 4,761
log_ocean_pnw -3.806
log_gulf_pnw_ratio 0.037 -0.032
log_fuel 0.461
bic -879.490 -803.852 -518.173 -721.387  -1057.8151076.718
N 203 203 203 201 201 201

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 36. 3SLS for Logs of Kansas to Texas Railroaahd MM Barge Rates of Wheat

(1) (2) 3) (4) (5) (6)
log_mm
log_rrw_kstx 0.408 -0.075 -0.149 -0.136 -0.139 -0.201
levelcarlington_no -0.091 0.255 0.237" 0.220" 0.227" 0.175"
summer 0.082 0.076 0.082 0.075 0.097
fall 0.630" 0.600" 0.601" 0.596" 0.651"
winter 0.094 0.088" 0.087 0.086 0.104"
log_realexchangeratewheat -0.192 -0.197 -0.175 -0.060
log_ocean_gulf -0.132
log_ocean_pnw 0.108
log_gulf_pnw_ratio -0.021 -0.002
log_diesel 0.366
log_rrw_Kkstx
log_mm 0.661 0.135 0.235 0.274 0.323 0.337
log_totalexclfuel 0.684 0.836" 0.916" 0.908" 0.909" 1.003”
summer 0.180 0.198" 0.205" 0.191" 0.209"
fall 0.045 0.032 0.024 -0.014 -0.014
winter 0.055" 0.059" 0.058" 0.053" 0.075"
log_realexchangeratewheat 0.233  0.168 0.213" 0.218"
log_ocean_gulf -0.044
log_ocean_pnw -0.039
log_gulf_pnw_ratio 0.042 0.039
log_fuel -0.140
bic -762.423 931519  -933.211  -934.924  -925.580 28:306
N 148 148 148 148 148 148

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 37. 3SLS for Logs of Kansas to Texas Railad and Barge Rates of Wheat

1)

(4)

(©) (6)

log_barge_illinois

log_rrw_kstx 0.278 -0.195 -0.194 -0.151
levelcarlington_no -0.237 0.026 -0.004 -0.064
summer 0.079 0.041 0.055
fall 0.484" 0.447" 0.525"
winter 0.302" 0.329" 0.386"
log_realexchangeratewheat -0.086 -0.032  037.
log_ocean_gulf -0.774

log_ocean_pnw 0.591

log_gulf_pnw_ratio -0.131 -0.102°
log_diesel 0.441
log_rrw_kstx

log_barge_illinois 0.357 1.562 -0.918 0.389
log_totalexclfuel 0.827 1.013 0.639 0.747"
summer 0.148 0.190 0.166
fall -0.591 0.495 -0.084
winter -0.289 0.427 0.003
log_realexchangeratewheat 0.223 0.045 0.084
log_ocean_gulf 0.887

log_ocean_pnw -0.754

log_gulf_pnw_ratio -0.135 0.040
log_fuel 0.073
bic -901.667 -1054.118  -1198.6851108.055
N 203 201 201 201

All models have agricultural year dummy variab®tandardized beta coefficients * p <

0.10, * p < 0.05, **p<0.01
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Table 38. 3SLS for Logs of North Dakota to Washingin State Railroad and Barge

Rates of Soybeans

1) (2) (3) (4) (5) (6)
log_barge_illinois
log_rrs_ndwa 0.278 0.266 0.135 -0.000 0.148 0.731
levelcarlington_no -0.258  -0.069 -0.105 -0.099" -0.110° -0.102
summer -0.007 -0.032 0.000 -0.034 -0.065
fall 0.452" 0.414" 0.452" 0.4117 0.425"
winter 0.289" 0.267" 0.249" 0.2717 0.296"
log_realexchangeratesoybeans -0.404 -0.526 -0.390 -0.048
log_ocean_gulf -0.333
log_ocean_pnw 0.102
log_gulf_pnw_ratio -0.004 -0.024
log_diesel 0.131
log_rrs_ndwa
log_barge_illinois 0.052 -2.000 -0.521 -0.520 -0.480 -0.117
log_totalexclfuel 0.903 0.701 0.435 0.369" 0.421" 0.161"
summer 0.163 0.069  0.084" 0.064" 0.015
fall 1.170 0.346 0.361 0.322 0.122
winter 0.814 0.265 0.222" 0.247 0.051
log_realexchangeratesoybeans -0575 -0.657"  -0.563"  -0.329"
log_ocean_gulf -0.239
log_ocean_pnw 0.016
log_gulf_pnw_ratio 0.023 0.037
log_fuel 0.326
bic -813.254 -895.029 -1068.225 -1105.497 -1046.231111.822
N 203 203 203 201 201 201

All models have agricultural year dummy variab®gndardized beta coefficientp < 0.10,” p< 0.05,” p

<0.01
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Table 39. 3SLS for Logs of South Dakota to Washingh State Railroad and Barge

Rates of Soybeans

1) (2) (3) (4) (5) (6)
log_barge_illinois
log_rrs_sdwa 0.279 0.248 0.126 -0.000 0.139 0.684
levelcarlington_no -0.259 -0.068 -0.104 -0.099" -0.110° -0.102
summer -0.006 -0.032 0.000 -0.033 -0.064
fall 0.452" 0.414" 0.452" 0.4117 0.423"
winter 0.290" 0.267" 0.249" 0.272" 0.297"
log_realexchangeratesoybeans -0.403 -0.526 -0.389 -0.046
log_ocean_gulf -0.333
log_ocean_pnw 0.102
log_gulf_pnw_ratio -0.004 -0.025
log_diesel 0.126
log_rrs_sdwa
log_barge_illinois 0.051 -2.069 -0.513 -0.514 -@47  -0.123
log_totalexclfuel 0.907 0.744 0.464° 0.394" 0.448" 0.182"
summer 0.170 0.072  0.087" 0.065 0.014
fall 1.219 0.352 0.368 0.327 0.134
winter 0.846 0.268 0.223 0.248 0.055
log_realexchangeratesoybeans -07605 -0.693"  -0.594"  -0.360"
log_ocean_gulf -0.245
log_ocean_pnw 0.009
log_gulf_pnw_ratio 0.026 0.041
log_fuel 0.347°
bic -794.692  -868.869 -1041.502 -1080.498 -1019.998085.741
N 203 203 203 201 201 201

All models have agricultural year dummy variab®&gndardized beta coefficientp < 0.10,” p<0.05,” p

<0.01
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Table 40. 3SLS for Logs of Minnesota to Oregon Rabad and Barge Rates of Soybeans

1) 2) 3) 4) (5) (6)
log_barge_illinois
log_rrs_mnor 0.279 0.260 0.132 -0.000 0.145 0.705
levelcarlington_no -0.261  -0.070 -0.105 -0.099" -0.111 -0.107
summer -0.009 -0.033 0.000 -0.035 -0.072
fall 0.453"  0.414" 045" 0411 0423
winter 0.28§"  0.267" 0.249°  0.271"  0.2917
log_realexchangeratesoybeans -0.404 -0.526" -0.390 -0.067
log_ocean_gulf -0.333
log_ocean_pnw 0.102
log_gulf_pnw_ratio -0.004 -0.024
log_diesel 0.112
log_rrs_mnor
log_barge_illinois 0.033 -2.112 -0.563 -0.563 -0.518 -0.145
log_totalexclfuel 0.906 0.726 0.447 0.375" 0.433" 0.155
summer 0.177 0.079  0.096" 0.073 0.020
fall 1.228 0.365 0.383 0.339 0.133
winter 0.857 0.281 0.236' 0.263 0.057
log_realexchangeratesoybeans -00603 -0.695°  -0.589"7  -0.340
log_ocean_gulf -0.275
log_ocean_pnw 0.026
log_gulf_pnw_ratio 0.023 0.039
log_fuel 0.358
bic -767.533 -832.092 -1005.714 -1048.164 -984.111046.715
N 203 203 203 201 201 201

Standardized beta coefficientp < 0.10,” p<0.05," p<0.01
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Table 41. 3SLS for Logs of Minnesota to Oregon Rabad and TWC Barge Rates of

Soybeans

1) 2) 3) (4) (5) (6)
log_twc
log_rrs_ndwa 0.497 0.334" 1.224 1.082 1.170 -0.452
levelcarlington_no -0.049 0.201 0.219 0.249" 0.231 0.155
ql -0.209 -0.260" -0.245 -0.261" -0.088
q2 -0.625°  -0.772°  -0.759"  -0.776"  -0.327"
a3 -0.321 -0.471 -0.448 -0.479" -0.118
log_realexchangeratesoybeans 0.236 0.186 0.182 .9070
log_ocean_gulf 0.252
log_ocean_pnw -0.223
log_gulf_pnw_ratio 0.055 0.056
log_diesel -0.564
log_rrs_ndwa
log_twc 0.235 0.043 -0.101 -0.024 -0.072 -0.240
log_totalexclfuel 0.83T -0.072 0.44% 0.381" 0.420" 0.122
ql 0.054 -0.001 0.024 0.005 -0.031
2 0.198 -0.054 0.009 -0.035 -0.129
a3 0.246" -0.079 -0.025 -0.067 -0.140
log_realexchangeratesoybeans -0561 -0.514"  -0.560"  -0.401"
log_ocean_gulf 0.107
log_ocean_pnw -0.088
log_gulf_pnw_ratio 0.024 0.042
log_fuel 0.42%
bic -654.020  -785.185  -772.423  -783.951  -775.641 17825
N 131 131 131 131 131 131
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Table 42. 3SLS for Logs of South Dakota to WA Raibad and St Louis Barge Rates of

Soybeans

1) 2) 3) (4) (5) (6)
log_stlouis
log_rrs_sdwa 0.249 1.106 1.269 1.250 1.547 0.247
levelcarlington_no -0.382 -0.144 -0.135 -0.144 -0.134 -0.173
ql -0.213" -0.219 -0.231" -0.218 -0.171
q2 -0.571" -0.595 -0.595 -0.628 -0.450
a3 -0.238 -0.255 -0.257 -0.286 -0.122
log_realexchangeratesoybeans 0.091 0.070 0.214 .2950
log_ocean_gulf -0.192
log_ocean_pnw 0.134
log_gulf_pnw_ratio -0.037 0.011
log_diesel 0.001
log_rrs_sdwa
log_stlouis 0.035 -0.093 0.174 0.170 0.168 0.193
log_totalexclfuel 0.908 -0.252" -0.070 -0.039 -0.065 -0.088
ql 0.046 0.073 0.047 0.074 0.026
q2 0.161 0.233" 0.213 0.228" 0.197"
a3 0.271" 0.176" 0.148" 0.167" 0.103"
log_realexchangeratesoybeans -0280 -0.340"  -0.305"  -0.233"
log_ocean_gulf -0.016
log_ocean_pnw -0.070
log_gulf_pnw_ratio 0.033 0.031
log_fuel 0.279
bic -698.640  -861.733 -1011.883 -1009.188 -1012.80365.317
N 204 204 204 202 202 202
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Table 43. 3SLS for Logs of Minnesota to Oregon Rleoad and TWC Barge Rates of

Soybeans

1) (2) (3) (4) (5) (6)
log_twc
log_rrs_mnor 0.490 -1.520 1.497 1.340 1.435 -0.468
levelcarlington_no -0.054 0.235  0.224 0.251" 0.235 0.155
ql -0.136 -0.287 -0.271 -0.287" -0.084
q2 -0.338 -0.842  -0.823"  -0.843"  -0.315"
a3 0.085 -0.534 -0.507 -0.539" -0.108
log_realexchangeratesoybeans 0.359 0.299 0.303 .9190
log_ocean_gulf 0.228
log_ocean_pnw -0.205
log_gulf_pnw_ratio 0.051 0.056
log_diesel -0.568
log_rrs_mnor
log_twc 0.048 0.050 -0.101 -0.025 -0.072 -0.243
log_totalexclfuel 0.92T -0.106 0.371 0.310° 0.349 0.047
ql 0.065 0.013 0.037 0.019 -0.019
q2 0.231" -0.011 0.052 0.008 -0.092
a3 0.278" -0.032 0.022 -0.020 -0.099
log_realexchangeratesoybeans -0547 -0501"  -0.547"  -0.381"
log_ocean_gulf 0.106
log_ocean_pnw -0.086
log_gulf_pnw_ratio 0.023 0.042
log_fuel 0.450
bic -602.564  -734.248  -740.313  -756.172  -744.932 01:229
N 131 131 131 131 131 131
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6. Appendix

Table 44. 3SLS for Shuttle Railroad and Barge Raténdexes of Corn
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1) (2) 3) 4) (5) (6)
barge_illinois
shuttle 0.73% -17.789 -1.909 -2.009 -1.890 2.894
levelcarlington_no -0.274 -0.157 -0.104 -0.125 -0.108 -0.143"
summer 1.081 0.213 0.213 0.210 -0.083
fall 2.195 0.630° 0.650" 0.628 0.160
winter 0.884 0.192 0.220 0.196" 0.152"
realexchangeratecorn -0.982 -0.890 -0.974 0.468
ocean_gulf 0.389
ocean_pnw -0.157
gulf_pnw_ratio 0.024 -0.161
diesel 0.953
shuttle
barge_illinois -0.110 0.088 0.190 0.278 0.180 014
totalexclfuel 0.615 -0.013 -0.033 -0.036 -0.033 0.012
summer 0.043 0.027 0.016 0.029 0.054
fall 0.056 0.005 -0.029 0.015 0.161
winter 0.026 0.001 -0.003 0.006 0.048
realexchangeratecorn -0.481  -0.093 -0.183 -0.283"
ocean_gulf 0.166
ocean_pnw -0.055
gulf_pnw_ratio 0.038 0.029
fuel 0.118
bic 11382.567 10929.817 10176.254 10224.813 10@60.3 9980.149
N 548 548 545 539 539 539

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 45. 3SLS for Unit Railroad and Barge Rate Idexes of Corn

€Y (2 3) (4) ) (6)
barge_illinois
unit 0.730” 0.652 -5.137 -5.230 -5.062 1.635
levelcarlington_no -0.250 -0.062 -0.116 -0.149 -0.117 -0.033
summer 0.083 0.538 0.542 0.530 -0.005
fall 0.420 0.896 0.976 0.924 0.334
winter 0.163 0.213 0.301 0.266 0.126
realexchangeratecorn -1.796 -1.440 -1.679 -0.015
ocean_gulf 1.340
ocean_pnw -1.170
gulf_pnw_ratio 0.332 -0.159
diesel 0.249
unit
barge_illinois 0.011 -0.023 0.104 0.165 0.090 0389
totalexclfuel 0.568 -0.004 -0.015 -0.018 -0.014 -0.002
summer 0.089 0.069" 0.062” 0.071" 0.017
fall 0.102 0.039 0.024 0.053 -0.103
winter 0.030 -0.001 0.005 0.012 -0.042
realexchangeratecorn -0.212 -0.117 -0.199 -0.048
ocean_gulf 0.247
ocean_pnw -0.211
gulf_pnw_ratio 0.075 0.085"
fuel 0.055
bic 11501.209 9838.987 10219.257 10306.356  10031.378340.641
N 546 546 543 537 537 537

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 46. 3SLS for Des Moines, 1A to Davenport, |IARailroad and Barge Rates of Corn

1) (2) 3) (4) (5) (6)
barge_illinois
rr_c_dsm_davenport -1.178 6.610 5.022 7.096 5.607 -0.079
levelcarlington_no -0.516 -0.707" -0.601" -0.846 -0.664" -0.331"
summer -0.705 -0.609° -0.814 -0.704 -0.220°
fall 0.395" 0.305 0.133 0.286 0.260"
winter 0.360 0.227 0.228 0.220 0.059
realexchangeratecorn -0.269 -0.327  -0.273 -0.445
ocean_gulf 0.849
ocean_pnw -0.476
gulf_pnw_ratio 0.111 0.007
diesel 0.198
rr_c_dsm_davenport
barge_illinois 0.485 -0.349 -0.313"7 -0.322" -0.303" -0.057
totalexclfuel -0.220 0.105" 0.066" 0.062" 0.062" 0.018
summer -0.009 -0.012 -0.009 -0.004 -0.671
fall 0.109 0.050 0.064 0.049 -0.023
winter -0.031 -0.068 -0.054 -0.058 -0.068"
realexchangeratecorn -0.464 -0.158 -0.156" -0.060”
ocean_gulf -0.070
ocean_pnw 0.050
gulf_pnw_ratio -0.015 0.014
fuel 0.213
bic 3338.844  2913.903 2821.578  2881.282  2823.720 04.849
N 146 146 146 145 145 145

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<
0.01
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Table 47. 3SLS for Urbana, IL to New Orleans, LA Rilroad and Barge Rates of Corn

(1) (2) 3) (4) (5) (6)
barge_illinois
rr_c_urbana_no -2.506 22.017 9.177 -147.224 17.562 -0.107
levelcarlington_no -0.335 -4.270 -1.953 29.590 -3.627 -0.341
summer -3.642 -1.709 25.647 -3.416 -0.210
fall 0.141 0.063 8.921 -0.293 0.259
winter 0.977 0.285 -0.667 0.213 0.058
realexchangeratecorn -0.605 6.201 -1.021 -07392
ocean_gulf -27.204
ocean_pnw 20.074
gulf_pnw_ratio 0.822 0.011
diesel 0.191
rr_c_urbana_no
barge_illinois 0.058 -0.981  -0.8327 -0.800" -0.804" -0.206"
totalexclfuel -0.080 0.223 0.133 0.122 0.122 -0.002
summer -0.042 -0.045 -0.020 -0.026 -0.162
fall 0.360 0.215 0.204 0.210 0.019
winter 0.014 -0.065 -0.037 -0.039 -0.071
realexchangeratecorn -0.273  -0.254 -0.254 -0.083"
ocean_gulf -0.058
ocean_pnw 0.095
gulf_pnw_ratio -0.035 0.030
fuel 0.456"
bic 3374.103  3805.317  3524.909  4238.654  3663.122 36.2B2
N 141 141 141 140 140 140

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 48. 3SLS for Indiana, IN to New Orleans, LARailroad and Cincinnati Barge

Rates of Corn

_ 1) (2) 3) (4) (5) (6)
cinc
rr_c_indi_tn -2.391 1.594 1.049 1.411 1.033 0.904
levelcarlington_no -0.821 0.051 -0.031 -0.071 -0.040 -0.185
summer -0.032 -0.087 -0.039 -0.091 -0.113
fall 1.0337 0.760" 0.695" 0.750" 0.703"
winter 0.475 0.244 0.312 0.243 0.252
realexchangeratecorn -0.332  -0.389 -0.33% -0.331
ocean_gulf 0.590
ocean_pnw -0.082
gulf_pnw_ratio 0.001 0.027
diesel 0.230
rr_c_indi_tn
cinc 0.701 0.850 0.774 0.459" 0.744 0.391
totalexclfuel -0.235 -0.040 0.016 0.027 0.021 0.053
summer 0.048 0.054 -0.014 0.049 0.058
fall -0.762" -0.657" -0.418" -0.645" -0.478"
winter -0.300" -0.249" -0.251" -0.258" -0.2717
realexchangeratecorn 0.230 0.145 0.213 0.046
ocean_gulf -0.351
ocean_pnw 0.033
gulf_pnw_ratio 0.007 0.004
fuel -0.085
bic 4145.336 3198.228 2964.459 3117.983 3013.027 10.380
N 146 146 146 145 145 145

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 49. 3SLS for Indiana, IL to New Orleans, LARailroad and Lower Ohio Barge

Rates of Corn

1) (2) 3) (4) (5) (6)
loh
rr_c_indi_tn -2.391 1.600 1.056 1.419 1.040 0.912
levelcarlington_no -0.821 0.051 -0.031 -0.071 -0.040 -0.185
summer -0.034 -0.089 -0.041 -0.093 -0.115
fall 1.032" 0.760" 0.695" 0.750" 0.703"
winter 0.474 0.243 0.312 0.243 0.252
realexchangeratecorn -0.331  -0.388 -0.337° -0.330°
ocean_gulf 0.592
ocean_pnw -0.083
gulf_pnw_ratio 0.001 0.027
diesel 0.230
rr_c_indi_tn
loh 0.702 0.847 0.772" 0.458" 0.747 0.390°
totalexclfuel -0.236 -0.041 0.016 0.026 0.021 0.053
summer 0.050 0.056 -0.012 0.050 0.059
fall -0.759" -0.655" -0.417" -0.642" -0.476"
winter -0.297" -0.248" -0.250" -0.256 " -0.270"
realexchangeratecorn 0.229 0.144 0.212 0.046
ocean_gulf -0.351
ocean_pnw 0.033
gulf_pnw_ratio 0.006 0.004
fuel -0.085
bic 4145.784 3198.647 2959.253 3115.606 3008.522 08.835
N 146 146 146 145 145 145

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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Table 50. 3SLS for Nebraska to Houston, TX Railrod and St Louis Barge Rates of
Corn

(1) (2) 3) (4) (5) (6)
stlouis
rr_c_neb_ht -17.919 13.015 -5.274 -3.024 -4.264 5147
levelcarlington_no -1.855 -1.763 0.250 0.050 0.159 -0.290"
ql 0.607 -0.563 -0.549 -0.525 -0.400
q2 -3.809 1.310 0.525 1.017 0.044
a3 -4.059 1.541 0.701 1.250 0.199
realexchangeratecorn -1.071 -0.719 -0.909 -0.585
ocean_gulf -0.745
ocean_pnw 0.483
gulf_pnw_ratio -0.211 -0.039
diesel 0.487
rr_c_neb_ht
stlouis 0.164 -0.430 -0.346" -0.380" -0.353" -0.110
totalexclfuel -0.031 0.099 0.013 0.005 0.010 -0.055
ql -0.200 -0.148 -0.190" -0.152" -0.114"
q2 0.081 0.205 0.165" 0.207" 0.203"
a3 0.253" 0.278" 0.233" 0.283" 0.120°
realexchangeratecorn -0.270  -0.260" -0.263" -0.199"
ocean_gulf -0.237
ocean_pnw 0.164
gulf_pnw_ratio -0.056 -0.022
fuel 0.308"
bic 4123.846 3975.571 3335.820 2818.800 3177.900 68.324
N 147 147 147 146 146 146

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<
0.01
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Table 51. 3SLS for Nebraska to Houston, TX Railroadnd Barge Rates of Corn

1) 2) 3) 4) ©) (6)
barge_illinois
rr_c_neb_ht -17.036 9.139 10.999 -7.353 29.307 3D.5
levelcarlington_no -1.633 -1.892 -2.223 1.483 -8.70 -0.291"
summer -2.950 -3.487 1.965 -9.500 -0.030
fall -0.678 -0.820 1.876 -2.883 0.393
winter -0.261 -0.274 0.519 -1.196 0.179
realexchangeratecorn 0.228 -0.298 1.006 -07428
ocean_gulf -3.404
ocean_pnw 1.254
gulf_pnw_ratio 1.408 0.004
diesel 0.472
rr_c_neb _ht
barge_illinois 0.233 -0.859 -0.774" -0.918" -0.757" -0.058
totalexclfuel -0.048 0.202 0.112 0.105 0.102 -0.014
summer 0.098 0.091 0.059 0.111 -0.024
fall 0.401" 0.262" 0.394" 0.262" 0.044
winter 0.074 -0.014 0.034 0.010 -0.020
realexchangeratecorn -0.389  -0.386" -0.371" -0.097
ocean_gulf -0.378
ocean_pnw 0.142
gulf_pnw_ratio -0.039 0.028
fuel 0.496
bic 3968.268 3861.770 3863.717 3686.251 4104.239 46.329
N 146 146 146 145 145 145

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<
0.01
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Table 52. 3SLS for Minneapolis to Oregon Railroacnd Twin Cities Barge Rates of

Corn

(1) (2) 3) (4) (5) (6)
twc
rrc_mnor 0.428 -0.431 -0.769 -0.880° -0.893 -0.383
levelcarlington_no -0.091 0.177 0.258" 0.298" 0.303" 0.292"
summer 0.154 0.114 0.117 0.121 0.085
fall 0.500™ 0.405" 0.422" 0.417" 0.384"
o0.winter 0.000 0.000 0.000 0.000 0.000
realexchangeratecorn -0.680 -0.721" -0.738" -0.772"
ocean_gulf 0.192
ocean_pnw -0.271
gulf_pnw_ratio 0.105 0.080
diesel -0.421
rrc_mnor
twe -0.735 0.751 0.741 0.567 0.597" -0.026
totalexclfuel 1.247 0.669" 0.680" 0.637" 0.676" -0.036
summer -0.014 -0.002 0.017 0.006 -0.699
fall -0.274 -0.243 -0.193 -0.207° -0.044
o0.winter 0.000 0.000 0.000 0.000 0.000
realexchangeratecorn 0.076 -0.028 0.036 -0.133
ocean_gulf -0.258
ocean_pnw 0.251
gulf_pnw_ratio -0.069 0.016
fuel 0.716"
bic 3373.178  3188.125  3211.495 3215501  3212.627 67.793
N 131 131 131 131 131 131

All models have agricultural year dummy variab®gandardized beta coefficientp < 0.10,” p < 0.05,” p<

0.01
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to Oregon Railroaénd Barge Rates of Corn

1) 2) 3) 4) (5) (6)
barge_illinois
rrc_mnor 0.250° 0.327 0.090 -0.097 0.091 0.537
levelcarlington_no -0.290 -0.091 -0.085 -0.065 -0.091 -0.115
summer -0.043 -0.048 -0.011 -0.051 -0.105
fall 0.440" 0.400" 0.432" 0.396 0.374"
winter 0.257" 0.225" 0.216" 0.230" 0.206"
realexchangeratecorn -0.275  -0.349" -0.273 -0.247
ocean_gulf -0.279
ocean_pnw 0.063
gulf_pnw_ratio 0.005 -0.010
diesel -0.118
rrc_mnor
barge_illinois -0.110 -2.222 -1.512 -1.492 -1.362 0.250
totalexclfuel 0.944 0.822 0.514 0.348 0.512 0.131
summer 0.141 0.075 0.103 0.076 -0.006
fall 1.219 0.746 0.757 0.679 0.136
winter 0.837 0.499 0.422 0.469 0.060
realexchangeratecorn -0.484 -0.603 -0.438 -0.162
ocean_gulf -0.578
ocean_pnw 0.151
gulf_pnw_ratio 0.005 0.025
fuel 0.487
bic 4926.892 4897.905 4732.699 4564.491 4693.923 10742
N 203 203 203 201 201 201

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 54. 3SLS for North Dakota to Oregon Railroadand Barge Rates of Wheat

1) (2) 3) (4) (5) (6)
barge_illinois
rrw_ndor 0.246 -0.222 -0.340 -0.221 -0.197 0.769
levelcarlington_no -0.282 0.039 0.037 0.023 -0.021 -0.074
summer -0.012 -0.013 0.044 -0.004 -0.069
fall 0.448" 0.429" 0.477" 0.432" 0.464"
winter 0.296" 0.274" 0.293" 0.297" 0.2717
realexchangeratewheat -0.152 -0.115 -0.067 -0.107
ocean_gulf -0.663
ocean_pnw 0.519
gulf_pnw_ratio -0.117 -0.140"
diesel -0.371
rrw_ndor
barge_illinois 0.001 8.089 -25.078 -18.371 -0.322 0.879
totalexclfuel 0.934° 1.205 -3.476 -1.442 0.483 0.264
summer 0.333 -1.022 0.440 0.062 -0.033
fall -3.524 10.364 8.512 0.150 0.427
winter -2.164 6.098 5.102 0.180 0.250
realexchangeratewheat -4.555 -2.298 0.071 -0.079
ocean_gulf -11.176
ocean_pnw 9.077
gulf_pnw_ratio -0.059 -0.076
fuel 0.594"
bic 4806.308 4991.221 5396.519 4941.314 4527.302 75484
N 203 203 203 201 201 201

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<

0.01
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Table 55. 3SLS for North Dakota to Texas Railroad ad Barge Rates of Wheat

1) (2) 3) (4) (5) (6)
barge_illinois
rrw_ndtx 0.247" -0.218 -0.327 -0.213 -0.190 0.718
levelcarlington_no -0.280 0.039 0.037 0.023 -0.021 -0.073
summer -0.014 -0.016 0.042 -0.005 -0.066
fall 0.452" 0.436" 0.481" 0.436" 0.443"
winter 0.298" 0.278" 0.296" 0.299" 0.260"
realexchangeratewheat -0.144 -0.108 -0.062 -0.129
ocean_gulf -0.655
ocean_pnw 0.516
gulf_pnw_ratio -0.117 -0.140"
diesel -0.332
rrw_ndtx
barge_illinois 0.027 8.132 -25.810 -18.630 -0.352  1.007"
totalexclfuel 0.926° 1.217 -3.574 -1.451 0.499 0.309
summer 0.329 -1.057 0.439 0.058 -0.032
fall -3.524 10.687 8.651 0.185 0.514
winter -2.167 6.288 5.188 0.203 0.313
realexchangeratewheat -4.661 -2.297 0.098 -0.050
ocean_gulf -11.302
ocean_pnw 9.192
gulf_pnw_ratio -0.063 -0.094
fuel 0.575
bic 4849.333 5007.736 5409.570 4949.477 4546.222 05.8B6
N 203 203 203 201 201 201

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<
0.01
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Table 56. 3SLS for North Dakota to Texas Railroad md TWC Barge Rates of Wheat

(1) (2) 3) (4) (5) (6)
twe
rrw_ndtx 0.424" 0.597 0.162 0.153 0.132 -0.294
levelcarlington_no -0.070 0.194 0.218" 0.226" 0.239" 0.125
summer 0.108 0.076 0.081 0.080 0.098
fall 0.642" 0.540" 0.552" 0.549" 0.585"
o.winter 0.000 0.000 0.000 0.000 0.000
realexchangeratewheat -0.576  -0.621" -0.605" -0.440"
ocean_gulf -0.012
ocean_pnw -0.043
gulf_pnw_ratio 0.033 0.047
diesel 0.705
rrw_ndtx
twe -0.051 0.54% 0.669" 0.633" 0.671" 0.314"
totalexclfuel 0.978 0.299" 0.4237 0.432" 0.422" 0.315"
summer -0.024 0.002 0.011 0.002 -0.050
fall -0.332" -0.322" -0.296" -0.323"7 -0.161"
o.winter 0.000 0.000 0.000 0.000 0.000
realexchangeratewheat 0.470 0.421 0.470” 0.289"
ocean_gulf -0.091
ocean_pnw 0.041
gulf_pnw_ratio 0.001 0.001
fuel 0.355"
bic 3242.332 2926.886 2990.467 2993.370 3003.720 55.294
N 131 131 131 131 131 131

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p<0.05,” p<
0.01
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Table 57. 3SLS for Kansas to Texas Railroad and MNBarge Rates of Wheat

1) (2) 3) (4) (5) (6)
mm
rrw_kstx 0.3672" -0.027 -0.110 -0.109 -0.109 -0.123
levelcarlington_no -0.114 0.234 0.209” 0.207" 0.208" 0.178
summer 0.064 0.054 0.056 0.054 0.079
fall 0.648" 0.611" 0.613" 0.611" 0.666
winter 0.081 0.074 0.075 0.074 0.088"
realexchangeratewheat -0.231  -0.241 -0.230 -0.160
ocean_gulf -0.030
ocean_pnw 0.015
gulf_pnw_ratio -0.002 0.009
diesel 0.256
rrw_kstx
mm 0.607 0.107 0.240 0.266 0.325 0.269
totalexclfuel 0.725 0.865" 0.952" 0.946" 0.943" 0.982"
summer 0.184 0.206" 0.2137 0.201" 0.212"
fall 0.067 0.038 0.037 -0.009 0.016
winter 0.061" 0.065" 0.068" 0.060" 0.074"
realexchangeratewheat 0.269 0.194" 0.254" 0.240”
ocean_gulf -0.077
ocean_pnw -0.021
gulf_pnw_ratio 0.037 0.032
fuel -0.088
bic 3464.085 3298.003 3293.127 3288.900 3301.077 02.838
N 148 148 148 148 148 148

All models have agricultural year dummy variab®tandardized beta coefficientp < 0.10,” p< 0.05,” p
<0.01
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CHAPTER 4. OH, THE MORE WE GET TOGETHER: PEER EFFEC TS IN EARLY
ELEMENTARY SCHOOL

Juan M. Murguia

Abstract
| study the effect on early educational achievenoékeeping the same classmates as in the
previous year by utilizing the unique nature of Temnessee Student Teacher Achievement
Ratio (STAR). I benefit from the randomized mixiag policy of the STAR program in the
identification of effects of long time peers, petrat have been together for a long period of
time, and estimate value-added models with andownttechool fixed and random effects. A
novel microeconometric approach is also used:tetugy errors by pooled models and by
GEE. Specifically, | analyze the relationship begwéhe chance of passing first grade and
the proportion of kindergarten classmates kepirasgrade classmates. | also study the
relationship between noncognitive skills and threephoportion of kindergarten classmates
kept as first grade classmates. Results show #egiikg all kindergarten classmates vs.
losing all of them increases the probability ofgiag first grade by 7 to 10 percent. In
addition, noncognitive skills are improved when mkindergarten classmates are kept as
first grade classmates. If all classmates are toggther vs. alone, motivation and
selfconfidence may increase by 0.5 of a standavatiens while the number of days absent
may decrease by 2 to 3. Interestingly, males shetkoager effect of long time peers than
females on motivation and number of days absens. Jdper presents evidence supporting

the idea that the duration of peer connectionslevant in the estimation of peer effects, and
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that mixing up classes in early education mightiégimental to the development of
cognitive and noncognitive skills.
Key words: peer effects, noncognitive skills, early educati@ocial Capital, Education
Policy.
JEL Codesi210, 1240, 1250, Z13, O15.
1. Introduction

The effect of peers on education and other socitwloones has attracted much attention in
the economic literature. Effects have been docuetkeon cognitive and non-cognitive skills
including drug use, criminal behavior, and acadegoeidormance from early childhood to
college®?. In general, these studies benefit from experiseititere the exogenous formation
of groups addresses the endogeneity of peer smledfiany policies have been based on
peer effects: schools for gifted children, tracksagting of students within schools, and
desegregation policies are among them. Some of thagcies have created debate among
policy makers and scientists for their impact ocegumality. Surprisingly little is known about
the impact of the time duration of these peer conoes on social outcomes.

In this paper, | analyze the effects of a commemelntary school practice of
breaking classes apart and joining students frdfardint groups at the beginning of the

school year. This mixing up policy varies the tilmegth students have been classmates, and

®2 There are documented peer effects on job seamané@etter 1973 and 1995), youth
criminal behavior and drug use (Case and Katz 1389ddhol consumption and
undergraduate academic performance (Kremer and 2@08), undergraduate academic
performance (Betts and Morell 1999, Carrell, Fadarand West 2008, Foster 2006),
secondary school performance (Ding and Lehrer 2D8Vvy, Silva and Weinhardt 2009) and
elementary school (Ammermuller and Pischke 200&nitan, Kugler and Sacerdote 2012,
Fiesen and Krauth 2007, Lefgren 2004, Hanushek 20a3, McEwan 2003, Dills 2005,
Neidell and Waldfogel 2010, Krueger 1999, Kruegat 8hitmore 2001, Boozer and
Cacciola 2001, Graham 2008).
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as a consequence its impact on education and stb&l outcomes can be analyzed.
Previous literature has ignored the impact of &mgth duration of the connections, and in
particular the mixing up policies. One possiblesgafor the study of mixing up policies has
been neglected is the difficulty to implement syé&ascale experiment that, at the beginning
of the school year, randomly mixes up classesfferént proportions. The Tennessee STAR
(Student Teacher Achievement Ratio) program, e&laogle class size experiment on
elementary school, randomized the initial allocad teachers and students in kindergarten
within each school and randomly mixed up studeftarge classes at the beginning of first
grade.

Schools cite many reasons for mixing up studemsorg the reasons are to balance
gender, ability levels and ethnicity ratios of asd, split cliques, encourage children to
interact with others, learn to adapt to changesfaaititate/ease middle school transition
(Mumsnet 2011). While meeting new classmates pesvatcess to the benefits mentioned
by schools it also exposes students to losing tomng peers which can be detrimental to
child development (Ladd 1990, Richardson and Sciawi£98).

While there is little evidence regarding the impafctandomly mixing students,
recent studies show that tracking/sorting may hpaative benefits for high-scoring
students, while benefits may be ambiguous for thds® score low. Early tracking (tracking
students into differing-ability classes) may in@e&ducational inequality, according to a
study that compared different countries (Hanushmek\&@6bmann 2006). Sorting by home
language and parental education may have an inopatite variance of test scores in schools
in Canada (Frisen and Krauth 2007). Introducingsthfor high ability students in a school

district may have lowered the performance of lowrsg students in the same district (Dills
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2005). Despite the previous evidence of the neganpact of sorting in low-scoring
students, there is also evidence pointing towdettlaof harm in the case of secondary
schools (Kim, Lee and Lee 2008). Even more so,exad for elementary schools in Kenya
shows that if sorting is combined with adjustinggacher's program all students may benefit
(Duflo, Dupas and Kremer 2008). Within the existiitgrature, Krueger (1999) is the only
one who acknowledges the importance of mantainegsmates from previous year. When
analyzing the effect of class size on academicsiastes in the STAR program, in his paper
he controlled for the proportion of actual classssahat were also classmates the previous
year and found no significant effects.

Many studies have focused on elementary schoolshen8TAR program in
particular. In the case of Europe, Ammermuller Bsthke (2009) using a sample of
European countries found that a one-standard-denmiahange in the background measure of
peer composition leads to a 0.17-standard-deviat@amge in reading test scores of fourth
graders. These studies found short and long tefientefof peer characteristics on cognitive
and noncognitive skills. In the US Iberman, Kuglaed Sacerdote (2012) examined the
effects of the absorption of evacuees from Hursakatrina in Texas, and found evidence
for monotonicity in peer effects: all students dérfeom high-achieving peers. In the STAR
program, peer effects on cognitive and non-cogaisikills during elementary school have
been documented in the short and long term (Kru2g89, Krueger and Whitmore 2001,
Boozer and Cacciola 2001, Graham 2008). Classasideguality in the STAR program had a
long term effect on test scores that fade out kggright; and a longer term effect on non-
cognitive skills like: student's effort, initiativaon-participatory behavior, and value of the

class (Krueger and Whitmore 2001). Even the efféetarly education fades out on test
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scores it re-emerges in the job market, affectangiags and college attendance (Chetty et
al., 2010). The authors argue that this result bhghexplained by non-cognitive skills
(Chetty et al., 2010). In the particular case ofergarten students in the STAR program,
Graham (2008) found that social interactions suttstaly contributed to the learning
process in math and reading. As the previous stgtiew, the role of peers in developing
skills, and in particular non-cognitive skills, hasen extensively documented.

Gender differences in the creation and use of bonetsvorks have been documented
during childhood. Evidence suggests that girls rexaaller networks, enjoy fewer
interactions with same sex peers than boys (Bememdorganstein, and Roy 1998) and are
generally more cooperative in their peer relatigmsithan are boys (Cole et al. 1990).
Evolutionary psychology studies hypothesize thatdies should be less invested in peer
relations than males because of more engagem#émd maising of offspring during the
evolution of the species (Krasnegor and Bridge19bhus, | believe that it is possible that
boys benefit more from girls' help in the learnprgcess in the classroom than from other
boys. Another important gender difference is tHe tbat the social network plays for boys
and girls. While the social network has been fotmbe important for boys’ development of
academic and social skills (Belle, 1989; Bellelei1887, Feiring and Coates 1987), girls are
reported to be important in regard to self-evatra{Riley and Cochran 1987, Bryant 1985).
| expect that keeping classmates might have diftezéfects on self-esteem according to
gender.

Non-cognitive skill formation has become an extrnaetive research topic because
of its impact on labor markets. In particular aesepof papers by Heckman and coauthors

have greatly contributed to the field (Cunha andkfgan 2008; Cunha and Heckman 2007;
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Cunha, Heckman, Lochner, and Masterov 2006; andch&udeckman and Schennach 2010).
Cunha and Heckman (2007) define non-cognitive skl perseverance, motivation, time
preference, risk aversion, self-esteem, self-cérdral preference for leisure. They also point
out the existence of evidence of the direct effe€tson-cognitive skill on wages, schooling,
crime, smoking, and test score performance, amtrmgy® (a list of the existing literature
supporting this evidence is presented in Cunha-seakman (2007)). Surprisingly, non-
cognitive skills are as important as cognitivelskih explaining a variety of aspects of social
and economic life, including income (Heckman, Stkrand Urzua 2006).

| use the STAR program database to analyze thedhgb&eeping classmates
(kindergarten ones) on school performance. Measafreshool performance include the
probability of being recommended for grade pronmgtend cognitive and non-cognitive
skills. I estimate a reduced form model of an etlangroduction function following Neidell
and Waldfogel (2010). A probit model is regressadlie probability of being recommended
to pass grade and robust standard error OLS madeisstimated to explain cognitive and
non-cognitive skills. There are two major findingghis paper. Keeping all kindergarten
classmates vs. losing all of them may increas@tblkability of passing first grade by 7 to
10% in the students participating in the STAR paogr The second most important finding
is that non-cognitive skills might be improved wiraore kindergarten classmates are kept
into first grade. If all classmates are kept togetrs. staying alone in a new class, motivation
may increase by 0.57 standard deviations and selfidence by 0.47. The results found
imply that if only short term benefits are consetrkindergarten students should not be
randomly mixed when passing to first grade. Theselts may also apply for initial

elementary school grades.
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The rest of the paper is organized as follows.i8e& presents information about the
data and the methodological approach. It contimitsthe results in section 3 and

concludes in section 4.

2. The STAR program
The STAR program was a large scale class size iexpet initiated in the 1985-86 academic
year, which targeted one cohort of students frondéigarten to third grade A total of 79
Tennessee schools, and 11,571 students participeitdd Students entered the program
when they joined a participating school and leftetause of retention or transfer to a non-
participating school. Given that kindergarten wasmandatory at that time in Tennessee,
some students did not attend kindergarten. Aswdtresnon-mandatory kindergarten and
attrition, only 4,515 students attended kindergaeted first grade in a STAR patrticipating
school, and 4333 had data for all the variabled urs¢his paper. The total number of classes
was 325 in kindergarten (127 small, 99 regular eutraid, and 99 regular with aid), and 339
in first grade (124 small, 115 regular without add 100 regular with aid).

The experimental treatments consisted of two dass: small (13-17 students) and
regular (22-26 students). In half of the regulaissks there was a second teacher to help the
principal one, a full time aide. Each participatsahnool was required to have at least one
class per type, and students and teachers weremaydssigned to initial classes within the

school. In practice, the range of small classesfreas 12 to 17 students, of regular classes

>3 For a more detailed description of the prograre,Kseieger (1999) and Nye, Hedges, and
Konstantopoulos (2000)

>4 To span the State of Tennessee geographicallsgii®ls in 42 districts were selected to
participate. This included 17 inner-city schoolsl 4% suburban schools from metropolitan
areas, plus 8 urban and 38 rural schools. (STARgwsde 2007)
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with no aide 16 to 27, and regular classes withida was 15 to 28, as shown in Table 58. A
battery of standardized tests at the end of thedgfear was administered from kindergarten
to third grade. In addition, follow up tests wereem in grade four and eight.

After the initial allocation to class size, studentere expected to remain in the same
class type until third grade. Parents with kidgimdergarten regular classes complained that
their children were not assigned to smaller clad8esause there was no difference in
kindergarten performance between the two typesgilar classés in response to the
parents' complaints at the beginning of first grimge classes were randomly mixed up
within their school. On the contrary, small clasaese not mixed up. The STAR program’s
random design and random mixing of students betwawtergarten and first grade is
unique. These characteristics make it almost petdetest peer effects and their evolution
over time, given the duration is randomly intereghtRandom mixing provides an
exogenous formation and breakup of groups whichesd@s the endogeneity of peer
selection. Although random mixing is done only witschools and between large classes, it
is possible to control for class treatment and sthtiects.

The random assignment was centralized at the STrAg@m, rather than being performed
by the principals and teachers of the respectiiede®. There is documented evidence that

random assignment of students and teachers wasvesdlin practice in the STAR program.

> This result was probably caused because the thagses without full time aides had
partial time aid.

% The randomization was conducted by memberseoSFAR Consortium and monitored
at the school level by graduate students from thizésity of Tennessee, Tennessee State
University, Vanderbilt University, and the Univeysof Memphis. The samples were
compared on gender, race, and free-lunch compogiitook for any systematic bias that
may have arisen; none was found. Teachers wermgnaskat random to the classes. Other
than class size and teacher aides, no other expatairchanges were implemented; the
intent of the project was to maintain normal schuallcies and practices so that the effects
of reduced class sizes could be shown clearly. Stger guide 2007)
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Krueger (1999) found that 99.7% of students attdrile kindergarten class that they were
randomly assigned to. Krueger and Withmore (200d9iered class-type assignment of
students and teachers as a function of demographracteristics and school of entry fixed
effects, and found that these characteristics weteorrelated to the class-type they were
included. In addition, from kindergarten to firsade, 92% of small classes’ students, 48.3%
of regular and 44% of regular with aide stayedirtsame type of class (Table 59), a sign
that assignment of students to first grade treatsneas close to the expected. These results
imply that mixing up was also randomly made.

| concentrate this study on the early years of elgiary school because the random
mixing up took place at the beginning of first ggagthd sample attrition was high in the
experiment (28.6% in kindergarten and 26.1% irt firade (Nye, Hedges, and
Konstantopoulos, 2000)). There are two problemb séimple attrition. It reduces the sample
size and if it is non-random it may cause samgiecten bias. Random attrition examples in
the STAR program include families moving to anotaieza (for a reason not related to the
experiment) where the school was not participatindpe program. Non-random attrition
cases include retention and moving to another ddafter knowing the class type assignment
(Krueger 1999). While it is not possible to knowe tfleasons why parents moved at the
beginning of the school year, there is evidencedrade retention was important, i.e. it

reached 10% at first gratlewhich might cause attenuation bias.

" Retention in kindergarten was not registered @MSAAR program. Nevertheless, whether
a student in the first year of STAR (1985-1986) hib attended kindergarten the previous
year was recorded, and only 4.12% were retain&thatergarten the previous year. (STAR
user guide 2007)
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3. Data
The data analyzed in this paper was obtained flenST AR program. In this study | focus
on the 4,515 students that attended kindergartériiiest grade in the 79 STAR participating
schools. The total number of classes was 325 idekgarten (127 small, 99 regular without
aid, and 99 regular with aid) and 339 in first grd#l24 small, 115 regular without aid, and
100 regular with aid). Table 58 shows the class digtribution according to class size type.
The average class size in a small kindergarters glas 14.96, in a regular class was 22.16,
and in a regular with aid class was, 22.54 studdiiits corresponding averages for first
grade are 15.52, 22.47, and 23.2 students. Ddbpitdifferences in averages there was
variation in the number of children, with overlapgiof the distribution of the size treatments
(Table 58).

School, class, teacher, classmates and studerstotéastics where measured during

the STAR program. The variables used in this papethe original STAR variables or
variables constructed from them. The program hadtification numbers for schools,

teachers and students, allowing tracking studetass composition and school composition.

3.1 Student data
Student demographic characteristics (Tablé®%@clude gender (male), race (black), and
the receipt of free lunch (gkfreelunch10 and gléneen10). Other student variables include
days absent at kindergarten (gkabsent) and fiestegtglabsent), SAY tests on reading,

math, listening, and word skills (respectively gltss, gktmathss, gktlistss, and

8 \When corresponding, the first two letters of thedent variables indicate whether they
were measured in kindergarten (gk) or first gragle.(

¥ The SATs’ (Stanford Achievement Tests) are norferemced achievement tests
developed by the Psychological Corporation.
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gkwordskillss_stddev), SCAMIN motivation and selfconfidence measures (respelgtiv
gkmotivraw, and gkselfconcraw). Table 60 presetasstics for these variables.

Most of the students in the experiment were eiftate (69%) or black (29%) (Table
60). Close to half of the students (45%) were raangifree lunch in kindergarten and first
grade (46%). More than 11% of the students faibeplatss first grade. Students had an
average of 10 absent days in kindergarten andiistrgrade. SAT, and motivation and

selfconfidence scores have large variability.

3.2Classmates data
Classmates’ characteristics are represented byéaa of the classmates’ individual
characteristics. Because of the randomized allmcaif students in large classes (and large
classes with an aide) at the beginning of firstigrahe classmates variables have large
random variation (Table 61).They were constructgthe author using the student
characteristics and the student and teacher idEiidn system of the STAR program, which
helped to determine not only the class and teaglstwmdent was placed in each academic
year, but also who their classmates where. Tablerédents the variables and summary
statistics. Variable names start with either mé&atagsmates, when referring to the average
of classmates the student had in kindergarten fdkay himself), or meanglclassmates,

when referring to all classmates the student hdisingrade followed by the name of the

%0 “The SCAMIN (Milchus, Farrah, and Reitz 1968) asksdents to indicate pictorially their
response to 24 situations. For example, what ‘f@ta@py, sad, indifferent) would the
student wear if s/he “had to tell his/her parehey/tlost their coat?” The SCAMIN is group
administered, with one form for prekindergarten kimdlergarten students, and another for
students in grades 1—3. The database containssetatoncept and motivation scores for
each student in each grade.” (STAR guideline 2007)
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student level variable. All classmates’ variablesraeasured at the time the students where
in kindergarten to prevent endogeneity.

There are a set of variables that measure chandks class network from
kindergarten to first grade. The “long time pediféet, the effect of peers that have been
together for a long period of time, was measurethbyariable propGKmateskept, the
proportion of classmates in kindergarten that stayieh the student in first grade (Table 61).
This also represents the proportion of direct catioes of a complete social network
maintained and the average time that peers havetbgether. A complete network assumes
that all classmates are peers, which is not necbsttee case as Richardson and Schartz
(1998) argue. Nevertheless, the proportion of ahadss kept is an unbiased proxy for the
expected proportion of peers kept, given randonuaaif the mixing up was followed in

practice in the STAR program.

Students’ performance may be affected by interastamong other students within
the classroom. For example, when one student eygotamimething to another student, a third
one listen to what happens. Similarly, when ondestiti disrupts a second student, this may
affect a third one. This idea of important intei@es occurring inside the classroom is a
common assumption in the peer effect on early adrchterature. For that reason, a second
measure of “long time peer” effect, and the praporbf all kindergarten connections that
were kept in first grade — propGKnetworkkept —atcalated to account for the non-linearity
of social networks (Table 61). The variable is ¢nrded as the product of the number of

classmates times the number of classmates minus one

Another network variable was also included in fhaper. The variable

propglmatesnoattendedgk (Table 61) measures tpentiom of classmates in first grade
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that either did not attend kindergarten, or attenoigt have no achievement data available in
kindergarten. As later explained in the identificatsection, this variable is required to

obtain unbiased estimates.

3.3Teacher data
Demographic and experience variables for teachetgdergarten and first grade are
included in the data, together with class type @ads size (Table 62). Among the teacher
variables are gender (gktmale and gltmale), radéléxk and gltblack), postgraduate
education (gktpostgrade and gltpostgrade), and yéaeaching experience (gktyears and
gltyears). The class type variables refer to thesctize in the STAR experimental design
(gklarge_noaid, gklarge_aid in kindergarten ankdgE noaid,gllarge_aid for first grade).
Statistics show that due to the experimental degpgroximately one third of the classes in
the sample are in each class size treatment. Bs slzes vary in kindergarten from 12 to 28
students (gkclasssize) and in first grade fromaol2 (glclasssize).

3.4 School data
School data (Table 63) includes information regagdhe type of neighborhood where the
school is located: inner city (19%), urban (9%)wban (19%) and rural (52%6) The
dummy variables gkinner_city, gksuburban, gkrurad glinner_city, glsuburban, and
glrural represent the respective neighborhood ttypatudent attended in kindergarten and

first grade respectively. School average variablese also constructed (these variables start

®L Inner-city and suburban schools were all locateghétropolitan areas (Nashville,
Memphis, Knoxville, or Chattanooga). Schools witbrethan half of their students on free
or reduced price lunch were defined as inner-8thools in the outlying areas of
metropolitan cities were classified as suburbaho8Is in non-metropolitan areas were
classified as urban or rural depending on locatitnban schools were located in towns of
over 2,500 persons, serving primarily an urban faimn according to the definition
provided by the U.S. Census. All other schools vetaesified as rural. (STAR’s user guide
2007)
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their names with sch_av followed by the variablmaaveraged at the school level) from all
student, teacher, class type, and classmatesblesia-or dummy variables, the averages
represent the proportion of students with that ati@ristic in the school (Table 63)

There is large variation between school averafjes.average number of absent days
varies between 5 and 21 in kindergarten, and 41and first grade. The variation on the
proportion of students in a school who received fumch is extreme, from o to 1. A similar
situation occurs with race, where some schooleamgprised of all black students and some

are all-white students.

4. Methodology
Regressions aecommendation for passing grade, and cognitivenamdognitive skills are
estimated in this research for first, second aird tirade. The cognitive variables include
annual recommendation to pass a grade and tesissgoath, reading, listening and word).
Noncognitive skills include annual motivation scgrselfconfidence scores, and days absent.
The explanatory variables include characteristidb® student and their classmates
(measured at kindergarten to prevent endogenéiiyXeachers, and the school that was
presented in the data section. For robustnessedingterrors, random effects and fixed

effects models where estimated and Hausman tedtsped in this study.

Clarke et al. (2010), discuss the decision to beslfeffect (FE) or random effect
(RE) specifically in the context of Educational Rach. They conclude that an FE approach
will be preferable in scenarios where the primatgiiest is in policy-relevant inference of
the effects of individual characteristics, but gnecess through which pupils are selected into

schools is poorly understood or the data are taadd to adjust for the effects of selection.
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In the case of well understood selection mechamisdithe existence of rich data, they
recommend that the use of RE should be preferreduse: (1) it can produce policy-relevant
estimates; and (2) RE estimators of regressiorficeefts and shrinkage estimators of school

effects are more statistically efficient than thésefixed effects.

The rest of this section covers peer effects ifieation, and different estimation
approaches for linear and nonlinear models. Thst@ation approaches deal with the issue
of nested sampling, which arises from studentsgoagsigned to a specific school according
to their place of residency, rather than a randesigament. The next subsections present
three different approaches: Clustering errors (B&ydom Effects (RE) (a more restrictive
case of clustering errors) and the commonly useddEffects (FE) models. These
subsections (4.2 to 4.7) follow Wooldridge (201€8¢tion 20.30.1, “Inference with large

number of clusters and small cluster sizes,” Wadigr (2006) and Wooldrige (2003).

4.1 Peer effects identification and the random mixig within school problem
Identification of peer effects has been solved gisiifferent strategies depending on whether
the assignment of peers is random. All of the stjials are based on variation within schools
(Ammermueller and Pischke 2009), i.e. FE modelshé case of random assignment of
peers, the background characteristics are unctece(&acerdote 2001). In the STAR
program random assignment was done within scheolg,is possible that there is
correlation within schools that reflect neighbortlabharacteristics. Also in the STAR
program, students were randomly mixed within schioblrandom mixing would have done
across all schools instead of only within, thengkperiment would have been non stratified

and pooled regression models would have been atteqlibe proportion of kindergarten
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classmates kept as first grade classmates canmottedated with unobserved school level
characteristics due to the fact that studentsaaréamly assigned to specific classes within
the school. Nevertheless, it it is possible thatasaontrol variables might be correlated with
unobserved school level characteristics. For exantpbé average number of days a student is
absent in a school may be correlated with the amofusupport parents direct towards their

child’s education and the value of education thaytteach to their kids.

4.2 Clustering errors for linear models
The STAR program samples individuals within schpwiaking a cluster sampling approach
relevant since observations come with a naturdlnmgesVooldridge (2010) addresses the
issue of cluster sampling, where individual units sampled in groups or clusters. The
problem with cluster sampling is similar to thatpainel data, where instead of having a time
and individual dimension, there is respectivelyrahvidual (of students within the school)
and a school dimension. The similarity is stronghis paper since there is a large number of
cluster (79 schools), each relatively small, drdwem a large population of clusters
(Wooldridge 2010 p. 863).

For each group or clustgr(school in this case), 1éfy m, Xy, Zgm:m = 1,.., M)}

be the observable data, whéfgis the number of students (units) in school (cl)gey .,
is a scalar responsg, is a vector of explanatory variables that vary atlyhe cluster level
(e.g. school neighborhood type, school size),mpdis a vector of covariates that vary
within and across schools (clusters) (i.e. stustanfbles and classmates variables). It is
assumed that the sampling scheme used in the STé@gRgm generated observations that

are independent acrogs

www.manaraa.com



174

The theory withG — o and the group sizes (the number of students isc¢heol),
My, fixed is well developed, for example White (1984 Arellano (1987). In this study,
given that it is possible to keep increasing theber of schools sampled while the number
of students in a school stay fixed, the asymptbigory is suitable for this framework.
Assume the following standard linear model withitide error (Wooldridge 2003):

Ygm = A +XgB + ZgmV + Vg, m=1,..,Mg; g =1,..,G. (15)

The estimation approach may be driven by sevacabfs. Among these factors are
whether we are interested in the effect of aggeegatiables ) or individual specific
variables ¥), and how much we care about efficiency vs. bdasumptions about the error
term are necessary. One of these assumptions thevivg,, has an additive unobserved

cluster (group) effect and an idiosyncratic error:

Vgm = Cg + Ugm, m = 1,... M. (16)

If the explanatory variables are assumed to bgexaus (for this reason student and
classmates characteristics are measured at thetiknedergarten) and they satisfy:

E(VymlXg2Zgm) =0, m=1,..,M;g =1,...,G, (17)

or even a zero correlation version, the pooled (RSLS) estimator is consistent@s- oo
with M, fixed, and the pooled OLS estimaton/i6-asymptotically normal. A robust
variance matrix is needed to account for correfatuithin clusters and/or heteroskedasticity
in Var(vym|X,, Zgm ). Otherwise, OLS standard errors can be misleadTitg following
sandwich variance matrix estimator is computedhis paper where the cluster unit is the
school, W is the matrix of all regressors on gragiandv, is the vector of POLS residuals

for groupg:
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Avar(Bpous) = (Z§=1 Wy' Wg)  (Z5=1 W' 90 Wy) (-0 Wy Wy) (18)

4.3 Random effects for linear models
With further assumptions about the within clustemrelation ofvg,,, which is not exploited

in the POLS estimation, it is possible to obtairrenefficient estimates by Generalized Least

Squares (GLS). The extra assumption is that:

E(Ugmlxg,zg) = 0, m = 1, ,M,g = 1’ ’G (19)

This assumption rules out covariates from one stu@eember) of the school (cluster)
affecting the outcomes of another, holding own ciaes fixed. These assumption also
appears to rule out “peer effects”, which is tha af this paper. These effects can be
allowed by including measures of peerajp,.

The standard random effects approach adds exduangsions such that the variance

covariance matrix has the form:

Var(vgm) = aczj’ngMg + a&lMg, (20)
Wherej’Mgis a vector of ones, arigd,gis an identity matrix. Another assumption is the
following homoscedasticity one (which does notnesVar(vy.,)):

Var(vylxg,24) = Var(vgm). (21)

Under the previous two assumptions the resulting @stimator is the common
random effect estimator (RE). The random effetitvestor, O, is asymptotically more

efficient than POLS (Pooled OLS), under assumpt{@83, (20), and (21) as — oo with the

M, fixed.
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Inference in RE should be made completely robuantanknown form of
Var(vy|x4,24), by using a fully robust variance matrix. Eveiifr(v,|x,,z,) has not the

RE form, the estimators are still consistent, asyptngally normal and likely to be more

efficient than POLS estimators. Even there is hetgroblem of serial correlation as in panel
data that invalidate assumption (20), heteroskesitysin Var(c,|x,,z,) or
Var(ugm|x4, 24) is possible and justifies robust inference.

4.4 Fixed effects for linear models
If the interest of the researchenyslike in this paper, the fixed effect (FE) or within
estimator is an interesting and commonly used apfitie within transformation subtracts
within-group averages (school averages) from tlpeddent variable and explanatory

variables:

Yom—Yg = (Zgm — Zg)V + Ugm — Uy, m=1,..,Mg;9 =1,..,G, (22)

and the equation (22) is estimated by pooled OLsSinAhe panel data case, FE assumptions

allow arbitrary correlation betweey andz,,,. Nevertheless, as in the RE case it is

advisable to alIovVar(ug| zg) to have an arbitrary form which may include witigiroup

correlation and heteroskedasticity. A fully robuatiance matrix estimator is:
—_— N | s s sope =1
Avar (pe) = (Z§=125'Lg) (X§=12g Uiglg'Zy)(X5-125'Zg) (23)

whereZgis the matrix of within-group deviations from me&mdi’ig is the vector of FE

residuals.
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4.5 Alternative to FE
Woodridge (2010) proposes a model that adds greerages to the RE estimator. This
model also leads to a simple Hausman test to carffarand RE. The model is:

Vgm = @ +XgB + Zgm¥ +Zg§ + ag + vy, m=1,..,Mg;9=1,..,G, (24)

wherec, = z,§ + a4. The RE estimation of (24) allows to té&t: § = 0 in a fully robust
way, which tests the null that the RE estimatassistent. Even if the panel is not

balanced, the estimate piis the FE estimate (POLS also delivers the FE es@rafy).

4.6 Clustering errors and Random effects for non fiear models
Many of the issues for nonlinear models are theesasrfor linear models (Wooldridge

2006). In the case of binary response models, litomodel can be defined as:

Yom = 1a + XgB + 2gm¥ + cg +ugm = 0|, m=1,..,My;g=1,..,G (25)
Ugm[Xg,Zg, cg~N(0,1); (26)
implying:

P(Ygm = 11X, Zgm, ¢g) = P(Ygm = 11X4,Zg,¢5) 27
= ®(a +XyB + Zgm¥ + ¢4 + Ugm),
where®(.) is the standard normal distributiondf,,, follows a logistic distribution, then

®(.) is replaced b\ (.). The presence af;in (27) makes the marginal effects depend on it.

If the first element of(g is continuous,

0P (ygm=1IXgZgmCg) _

= Prp(@ + XgB + Zgm¥ + Cg + Ugm), (28)

anl

www.manaraa.com



178
whereg(.) is the standard normal density function.

To obtain the change in the response probabilitgrga change in a regressor as in

(28), the following assumption is required:
cglXg,Zg~N(0, 02). (29)

To account for the presenceayfin (28), two possible estimation methods are
proposed by Wooldridge (2012), a pooled probit angneralized estimation equation
(GEE) approach. The GEE approach is a multivaviegighted nonlinear least squares
estimator that accounts for misspecified varianegrim(see Wooldridge 2006 for an
extended explanation), requiring a “sandwich” eation to be used for inference. The GEE
exploits the within-group correlation to obtain am efficient estimator than the pooled
probit. Both methods are simple and do not reggpecification of a joint distribution within
clusters. As in the case of linear models, it isstlale, with large number of clusters, to make
the standard errors robust to arbitrary within groarrelation. If an extra assumption is

imposed (independence of idiosyncratic errors withschool (cluster)):

{ugl, - ugMg} are independent conditional fxy, Z,, c, ) (30)

the RE probit model is obtained. The assumptiomaépendence of individual outcomes
after conditioning on a common cluster (schoome believable than in the case of panel
data. It is challenging to model correlation betwé®e unobserved heterogeneigyandzg,,
when the clusters have different sizes. Wooldr&fEl @) proposes several approaches to deal
with it, some requiring strong assumptions and istiequiring a reduction on the cluster

size of all clusters to the smallest cluster bygarng within each cluster. This last approach

requires the assumption that the cluster sizesxgenous. In this paper, when estimating
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the RE probit model,the limitation is acknowleddkdt no correction for cluster size is

made.

4.7 Fixed effects for non linear models

Fixed effects probit procedure treagsas parameters to estimate:

P(ygm =11,Z5,¢4) = P(¥gm = Uzgm, ¢5) = P(2gm¥ + ¢4 + ugm) (32)

Due to the incidental parameters problem, with sgralup sizesV,,, the estimator of can
be severely biased. For this reason a logit regphmtion for FE is preferred, since under

(29) the conditional maximum likelihood eliminaigs leading to consistent estimatiomof

To prevent this problem, we control for school euderistics like school attrition, proportion
of students with free lunch, type of neighborhomthér city, suburban, rural), average
school SAT and non cognitive scores, and otheradhearistics like number of days absent

and school fixed effects.

4.8 The model
| use a reduced education production function ¥alhg the Clustering error, FE, and RE
models previously presented. In this papgy represents the variable of interest to be
explained (the probability of passing grade, thedaenic scores of math, reading, and word

skills, motivation, selfconfidence and days absefirst grade);y, represents the mean in
the school for that variable,,, represents the student, classmates, class anateach

characteristicsz,is the average of the variables in the school;xgnid a vector of school
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characteristics presented in the data sectionréaqusly explainedz,,, is measured at the
time the students where in kindergarten to avoibgeneitySince contemporaneous
performances are omitted from these equationgshmate reflects the reduced form of peer
effects: the direct effect of students’ performaphtes the indirect effect on performance

through its impact on class performance (Neidedl @raldfogel (2010)).

4.9 Identification strategy under sample selection
Ideally, a reduced form specification of an edwraproduction function should be estimated
using all the classmates. This is not possibl@igidase because not all students attended
kindergarten, and in such cases there is no infoomabout ability tests. Neidell and
Waldfogel(2010) studied the impact of the proportad classmates that attended preschool
on cognitive and noncognitive skills at the endioflergarten in the Early STAR program.
They controlled for entrance skill levels and fouhdt the mean enroliment of the class in
prekindergarten has significant effects on mathraading on kindergarten and latter grades.
Given the students took a battery of tests at gggriming of kindergarten, they were able to
estimate peer effects driven by the mean of thesohates on these test scores, independent

of whether or not students attended prekindergarten

In the STAR program, tests were only performedateand of the school year, so
students who did not attend kindergarten lackdeste data previous to the exposition to
first grade peers. In this paper, we are abledatifly peer effects by regressing against the
mean of the classmates that attended kindergaatehhave recorded data for all the
variables included in the model); and the proparbbclassmates that entered into the school

in first grade (or in kindergarten but have somealdes missing). The identification
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approach is the following: le, ., the first variable ot,,,, representing the classmates

average variables during kindergarten, be in top@sed model:
Y1Zgm1- (32)

The variablez,,,, can be expressed as the weighted average of thenssithat have
this variable in their kindergarten data (definedgnlki"der), and the ones that do not have

it (Z 1no_kinder).
gm '

Y1Zgmi= yl( (1 _ 6gm)ng1kinder + 6gngm1no_kinder). (33)

Whered,,, is the proportion of classmates that did not atténdergarten. From (33) the

following result is obtained:

_ kinder no_kinder
71ng1 - 71ng1 + 715gm (ngl -Z

kinder) _
gmil -

(34)

kinder

Y1ng1 + 7105gm ’

whereyo = ¥1(Z gy """ — Z ;101" °7). The inclusion 08, is critical, otherwise

the “old peer effect” would be account for havingmnclassmates in later grades that
attended kindergarten: the “kindergarten peer €ff¢ize effect of peers that attended
kindergarten). Even it is not possible to estimatiis case the “kindergarten peer effect,” it
is possible to estimate the existence of differeanaverage abilities at the age of
kindergarten between these two types of classmakesnull hypothesis for no difference in

ability between students that attended kindergaatehthe ones who did not i4: Y10 = 0.

www.manaraa.com



182

5. Results

5.1 Probability of passing first grade
To address the effect of keeping kindergarten olasss on the probability of being
recommended to pass first grade, | estimate probdels. To test the robustness of the
estimates eight different model specificationsragFessed in each table: Probit, FE, RE, RE
with school means, GEE, GEE with school means,db@lith clustering errors), and
Pooled with school means (with clustering errof$le key dependent variables are the
proportion of kindergarten classmates kept in fyrstde (propGKmateskept) (Table 64) and
the proportion of all connections kept (propGKnetkkept) (Table 66). Both dependent
variables are presented in Table 65.

Other dependent variables include the proportiotlagsmates that did not attended
kindergarten(propglmatesnoattendedgk) -or thaetisemo data from them at the time of
kindergarten- student characteristics, class seadrment (in kindergarten and first grade),
teacher characteristics (in kindergarten and @iratle), classmate characteristics (measured
at kindergarten), and school average characteviGerage of all the previous
characteristics at the school level: proportioglaEsmates that did not attended kindergarten
(schdelta), student (schstudent), class size te@s(schclasstreatment), teacher
characteristics (schteacher), and classmate clkasdits (schclassmates)). Tables present for
each model average marginal effects and their ctispep values for the network variables
(propGKmateskept, propGKnetworkkept) and for thapprtion of classmates that did not
attended kindergarten (propglmatesnoattendedgdy),also indicate which of the control
variable groups have been used in the regressies (irthat group of variables was used in

the regression). For the models that include theadomeans, the p values of the F test of
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these variables is also included (schmeans F vastig). No fully robust (traditional)
Hausman test p value is also presented for the Bdeand the joint F test for both
network variables is at the end of the table (Fvoet test p value). All estimations have
robust standard errors.

There is evidence of a significant positive effiectkeeping kindergarten classmates
together on the probability of being recommendeplass first grade. Keeping all
kindergarten classmates vs. losing all of themeases the probability of passing first grade
by 7 to 10%. Table 66 shows that effect clearly.mAbdels show coefficients in the range of
7% to 10% and 6 out of 8 models have their standamts small enough to make the
coefficients significant. The exceptions are the(fFialue 0.15) and the RE with school
means (0.15 p value). The Hausman test shows redibfar using FE (p value 0.30), while

the RE with school means shows that the school snaansignificant.

Given the Pooled Probit imposes fewer restrictibias the RE model, it provides
robustness to the results that both the PooledrenBooled with schmeans are also
significant. Table 65 also includes the proportdikindergarten classmates kept (a linear
approach to networks) together with the proportbthe network kept. Again, results are
similar to the ones in Table 66. Because both letaare not independent of each other, the
marginal effect of keeping all classmates is tha sfiboth estimates. Most of the estimates
of propGKnetworkkept are between 0.21 and 0.23 thadnes for propGKmateskept
between -0.8 and -0.1. According to their diffeesidkeeping all kindergarten classmates,
vs. losing all of them, increases the probabilitpassing first grade by 9 to 13%. When only
linear measures for a network are used in the segres, results are less significant and

around 5% (Table 64T.his result gives support to the main hypothesithefpaper: long
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lasting connections may be more influential thaorsterm connections, even when there is

no endogenous selection by the quality of the cotiores over time.

There is a limitation in the interpretation of tlesults because it is not possible to
differenciate between the effect of keeping presigear classmates and the effect of average
time as peers. Both are represented by the vanmbjegkkept. The identification would be
possible if | had at least one more academic ysrond grade) in which students were again
randomly assigned to classes. Then it would beilples® have two different variables in the
models; one being the average time classmateslsaretogether and another the proportion
of previous years classmates that are togheteatizatemic year. It is possible that the effect
of time might be nonlinear, and present a threshbtdne (maybe a year) after which

connections are strong enough that the effect efeage time being peers stops increasing.

5.2 Probability of passing later grades
The effect of losing previous classmates fadesfiat one year (Table 67 and TabRg).
Table 67 shows that the proportion of the kinddeganetwork kept in first grade has no
effect on the probability of being recommendeddsgsecond grade. Results are robust for
all model specifications. Similar results are oteal for third grade (Table 68). These results
imply that even it takes time to build new peeatiens, the strength that is required to affect

academic success may take no longer than one year.

5.3 Cognitive and noncognitive skills in first grade
Cognitive skills are mostly not affected by keepprgvious year classmates, while on the
contrary noncognitive skills are. Motivation, selffidence and days absent are affected by

keeping kindergarten classmate together, whilerisg skills are not (Table 72). Motivation
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is increased by two raw points on average —0.43@@ndard deviations— if all kindergarten
classmates are kept (Table 73). Results are hgibghyficant and robust across different
model specifications. Selfconfidence is also inseebby 2 to 3 raw points —0.4 to 0.6
standard deviations— if all kindergarten classmateskept (Table 74). A student that keeps
all his classmates will have, on average, 2 tongfalays absent in the school year. Models
are robust to different model specifications. THeats on motivation, self-confidence and
days absent reflect the idea that there is an itapbrole for maintaining peer relationships
on the continuation of social skill developmentdifirdson and Schwartz 1998 pp. 68-69).
Math skills are not affected in all models. RegdsKills in first grade results are not
robust, either negative (Table 69), not signific@rdble 77) or positive (Table 76). Word
skill results are not robust, they appear to ineeeahen only propGKmateskept is measuring
network effects (Table 78), not to have an effelsemwonly propGKnetworkkept is used
(Table 79); and to be significant when both measare used together (Table 71), but with

magnitudes that make the overall effect no diffefeom zero.

5.4 Gender differences
The impact of kindergarten classmates kept in §iratie on noncognitivive skills differs by
gender. While the number of days absent amonglésnaae not affected by the proportion
of classmates kept, males may have 3.4 to 5.2 atzgent days (0.51 to 0.78 standard
deviations) during the school year, if they kedphadir classmates, vs. losing all of them.
Results are robust across all model specificatfdable 82 and Tabl83). Boys’ motivation
is more greately affected than girls’ (Table 84 aathle85). While marginal effects for

females are in the range of 1.3 to 2.0 for the mastivation index (0.35 to 0.53 standard
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deviations), the effects for males are from 2.22.8(0.59 to 0.66 standard deviations). The
difference in the marginal effect is almost constdri.4 raw points for each model
specification, which is close to 0.37 standard dgens. There is no clear evidence of
gender differences in the case of selfconfidenedbdl@ 68 and Table 69). Despite results
which are significant across more model speciftoetiin the case of females (Table 69), the
magnitude of the marginal effects is not largenthathe significant models for males (Table
68). Marginal results for females vary betweendn8é 3.5 selfconfidence raw points (0.36 to
0.66 standard deviations), and for males betwekEn ad 3.26 (0.59 to 0.61 standard
deviations) (Table 68). Listening skills are narsficantly affected in both genders by the
proportion of kindergarten classmates (Table 88Tatule 89).

Cognitive skill results are less robust. Resultsi@nprobability of passing first grade by
gender are not as robust as results for the guijpelation. In the case of significant models,
marginal impacts appear not to be different by gertldetween 9 and 13%) (Table 80 and
Table 81). Reading skills results are negative wiah network variables are included in
the model (Table 90 and Table 93), and no sigmifievhen only one of both are included in
the models (Table 91 and Tal9i2for boys and Table 94 and Tal@&for girls). The
negative reaction is stronger in girls than boysaw points -0.12 standard deviations- (Table
90) vs. 7 to 18 raw points -0.12 to 0.32 standidations- (Table 93). In the case of boys,
math skills are not affected by keeping classm@table 96),while they are negatively
affected in the case of girls by 14 raw points 26s8ndard deviations- (Table 97). Boys’
and girls’ word skills are negatively affected whHesth network variables are included
(Table 98 and Table 99), but not affected when only is (Table 99-Table 100 and Table

102-Table 103 respectively). When both networkatalas are included, girls are more
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negatively affected than boys: 6 to 14 raw poirisl1 to 0.27 standard deviations- (Table

101) vs. 6 raw points, -0.11 standard deviatiomab(e 98).

6. Discussion and conclusions

Despite the extensive amount of literature on péects, little is known about the effect of
time on peer relationships. This paper exploresdéa that peer effects depend on the
strength of peer connections which may increase towe. | use the STAR program to study
this idea in the context of early education. Myiden to work on early education is
motivated by a desire to facilitate the identifioatof time effect, rather than peer selection
effect over time which increases later in life. T®IBAR program has some special
characteristics that facilitate the identificatmintime on peer effects: the andom assignment
of students to classrooms and teachers (prevetitengndogenous selection of peers, and the
correlation of background characteristics of stuslenthin schools), and the random mixing
of students between kindergarten and first grade.

| estimated value-added models that controllegéar, teacher, class and school
characteristics. The effect of time on peer refegiops was estimated as the proportion of
kindergarten classmates (a linear network measume kindergarten network connections
(an almost quadratic network measure) that weréikepe same class in first grade. By
including the proportion of all possible kindergartnetwork connections that where kept at
first grade, the models where able also to capgheeffect of indirect connections. Indirect
connections matter because the interaction betiveestudents in a classroom is observed
by other students that may be affected. This pispée first to present evidence supporting

the idea that indirect connections matter in astta@m environment. In fact, the omission of
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the nonlinearity of the network makes the effectime non-significant, which may partialy
explain the results found in Krueger (1999Y¥he importance of indirect connections points
towards the uniqueness of classroom peer effentistiee significance of this variable in the
estimated models is consistent with network theory.

The results show that the average amount of timedlassmates have been peers (up
to an academic year) may have a significant efiacicademic success and noncognitive
skills. Whether this effect continues to exist b&ya year is not possible to be answered
with the existing data. It might be the case thdy the proportion of previous year
classmates kept matters and not the average arobtime classmates have been together.
Fade out effects on second and third grade praodee evidence supporting that the effect
of time might not be linear, but rather presertraghold (maybe a year) after which
connections are strong enough that the effect efeage time being peers stops increasing.

There are robust, significant effects for the prtipa of the kindergarten classmates
kept as classmates in first grade on the probglafipassing that grade and on motivation,
days absent, and selfconfidence. Cognitive tesesare not robustly affected. This is a
surprising result, given that Graham (2008) foumat social interactions substantively
contributed to the learning process in math andinggin the STAR program. A possible
reason for this difference is that we focus onlyficst grade impacts.

The impact of retaining all previous classmatdange: it increases the probability of
passing first grade by 7 to 13% compared to haalhgew classmates. This result gives

support to the main hypothesis of the paper: lasging connections may be more influential

%2 There is another possible reason for the restiksueger (1999). He used the proportion
of first grade classmates that where classmatkimdergarten as the effect of time on peers.
This variable is also affected by the proportiorstafdents who did not attend kindergarten,
which causes a measurement error and possibleiatien bias.
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than short term connections, even when there endogenous selection by the quality of the
connections over time. The effect on motivatiorysdabsent and selfconfidence reflect the
idea that peer relationships play an important iokke continuation of social skill
development (Richardson and Schwartz 1998 pp. 686@es 1988, Feiring and Lewis
1989, Ladd 1990). Results on peer effects are airtol previous studies (Krueger 1999,
Whitmore and Krueger 2001, Boozer and Cacciola 2@ddham 2008): average classmates
skills’ in math and reading increase the chancgsassing first grade and fade out by second
gradé®,

The findings of this article add to the genderetiinces literature on child
development. Previous studies found gender diffeeimn network sizes (Benenson,
Morganstein, and Roy 1998), uses (Belle 1989, Bslkd. 1987, Feiring and Coates 1987,
Riley and Cochran 1987, Bryant 1985), cooperati@engenson, Morganstein, and Roy
1998), and predisposition to search for help (BenenMorganstein, and Roy 1998, Cole et
al. 1990). In this study, boys appear to be mdiectdd by the loss of classmates on their
days absent and motivation. These results are siggploy the existing evidence on boys
which suggest that may have larger networksandhare dependent on them; that they have
more problems searching for help from teacher,thatthey have grater enjoyment than
girls interacting in their networks (Belle 1989,IBeet al. 1987, Feiring and Coates 1987,
Riley and Cochran 1987, Bryant 1985, Benenson, Blwstein, and Roy 1998, Cole et al.
1990).

The findings also provide evidence for the mecharby which time affects peer

effects. The effect on academic performance is\gizcognitive skills, like motivation and

®3 Results are not resported.
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selfconfidence, rather than cognitive skills likattnand reading. There is not enough
evidence in the literature to explain why this ntigh the case. An explanation is required
for why keeping more classmates affects chancesassing first grade, while it does not
affect cognitive skills. Nevertheless, it may basenable that even the effect is only on
noncognitive skills, and these skills may affe& gnobability of passing first grade. When a
child is on the edge of failing to pass first grag@achers may evaluate other skills, which
might be noncognitive, to make their final decision

This study is, to my knowledge the first to findamnce that may support the
importance of time on peer effects. Specificalye effect of peers does not depend only on
their abilities and skills, but also on the timadéh they have been peers. Despite this initial
finding, more research is required to confirm tieisult with data that has the maximum
average time of being peers larger than a yearfihdangs of this paper also support that the
time length they have been peers affects the madmidf peer effects, even when there is not
endogenous peer selection over time. These rdgutsimplications for educational policies
like random mixing and sorting/tracking. For examorting/tracking policies may also
affect students, not only by changing the levehefpeers and allowing adjustments in
educational programs, but also by losing long tkmewn peers. As a consequence these
policies may also have negative effects on theasgapital of the student and the class,

which might be detrimental for child development.

www.manaraa.com



191

Tables

Table 58. Distribution of Actual Class Sizes amon@lasses Assigned to Each Type

Kindergarten Fist Grade
Actual Type of class Type of class
class size Small Regular Regular/aide Small Regular Regular/aide

12 8 2

13 19 14

14 22 18

15 23 1 31

16 31 1 1 16 1

17 24 4 2 33 1

18 1 6 6 2

19 7 6 3 4 3
20 6 12 1 10 6
21 14 20 18 18
22 20 21 27 15
23 16 14 19 20
24 19 6 16 11
25 60 3 7 9
26 4 6 5 9
27 1 1 2 4
28 1 2
29 1 2
30 1 1
Total 127 99 99 124 115 100

Average 14.96 22.16 22.54 15.52 22.47 23.2
Notes: This table presents information from Nyedéts, and Konstantopoulos (2000) Table
1, pg 128.
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Type of first grade class
Type of Kindergarten class N Small class Regular class Regular/aid
Small 1400 92.30% 4.30% 3.40%
Regular 1526 8.30% 48.30% 43.40%
Regular/aid 1589 7.70% 47.90% 44.40%
Total 4515

Notes: Percentages are of the students that attdradl, kindergarten and first grade in the
STAR program. Small refers to reduced size clag®egular to regular size classes, and
Regular/aid to regular size classes with a teaattefa second teacher helping in the class).
This table presents information from Nye, Hedges, lkonstantopoulos (2000) Table 4, pg
133

www.manharaa.com



193

Table 60. Student characteristics.

Variable Obs Mean Std. Dev. Min Max
gender 4333 0.497 0.500 0 1
black 4333 0.301 0.459 0 1
gkfreelunch 4315 0.444 0.496 0 1
gkabsent 4311 9.911 9.088 0 93
gktreadss 4032 440.7981 31.572 358 627
gktmathss 4075 492.146 46.027 354 626
gktlistss 4053 541.292 32.001 427 671
gkwordskillss 4056 438.525 37.268 331 593
gkmotivraw 3578 25.699 2.330 0 36
gkselfconcraw 3578 56.182 4.779 0 72
g1promote10 4253 0.901 0.297 0 1
g2promote 3234 0.963 0.186 0 1
g3promote10 2909 0.968 0.174 0 1
glabsent 4253 7.398 6.586 0 63
gltreadss 4161 528.158 56.130 412 651
gltmathss 4250 535.661 43.523 404 676
gitlistss 4229 571.153 34.363 477 708
g1wordskillss 3653 521.082 52.866 317 601
gimotivraw 3831 50.244 3.746 27 60
g1selfconcraw 3831 45.496 5.294 20 60
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Table 61. Classmates’ characteristics.

Variable Obs Mean Std. Dev. Min Max
meangkclassmatestreadss 4331 440.750 18.715 384 500.5
meankgclassmatesgmathss 4331 492.016 28.924 384 590.7
meankgclassmatestlistss 4331 541.220 18.327 474 607.5
meankgclassmateswordskillss 4331 438.576 21.146 391 506.7
meankgclassmatesmotivraw 4016 25.694 0.907 21.8 30.7
meankgclassmatesselfconcraw 4016 56.172 2.055 48.8 64.2
meang1classmatestreadss 4261 528.107 33.526 440.5 623.9
meang1classmatesgmathss 4332 535.636 27.407 461.8 620.6
meang1classmatestlistss 4332 571.095 19.990 519.7 642
meang1classmateswordskillss 4324 520.555 30.664 425.3 601
meang1classmatesmotivraw 4332 27.278 2.774 15.1 32
meang1classmatesselfconcraw 4332 39.685 2.868 27.6 44
propGKmateskept 4333 0.259 0.172 0 0.882
propGKnetworkkept 4333 0.088 0.126 0 0.772
propg1matesnoattendedgk 3238 0.052 0.108 0 1

Note: in this table gk and g1 refers to when tlhielshts where classmates, in kindergarten or
in first grade. All variables are measured at tetthe respective students where in
kindergarten.
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Table 62. Teacher and class characteristics

Variable Obs Mean Std. Dev. Min Max
gklargenoaid 4333 0.334 0.471 0 1
gklargeaid 4333 0.354 0.478 0 1
g1largenoaid 4333 0.343 0.475 0 1
gllargeaid 4333 0.313 0.464 0 1
gktrace_black 4333 0.852 0.354 0 1
kgtandch_same_race 4333 0.208 0.406 0 1
gktpostgrade 4313 0.351 0477 0 1
gktyears 4313 9.343 5.804 0 27
gltgen_male 4320 0.005 0.074 0 1
gltrace_black 4320 0.162 0.369 0 1
gltandch_same_race 4320 0.807 0.394 0 1
gitpostgrade 4320 0.345 0.475 0 1
gityears 4320 11.748 8.826 0 42
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Table 63. School characteristics

Variable Obs Mean Std. Dev. Min Max
gklnner_city 4515 0.191 0.393 0 1
gksuburban 4515 0.192 0.39%4 0 1
gkrural 4515 0.522 0.499 0 1
glinner_city 4515 0.189 0.392 0 1
gisuburban 4515 0.194 0.395 0 1
girural 4515 0.523 0.499 0 1
sch_av_propGKmateskept 4333 0.088 0.070 0.019 0.333
sch_av_propGKnetworkkept 3757 0.063 0.154 0 1
sch_av_propg1matesnoattendedgk 4333 0.497 0.060 0.318 0.682
sch_av_black 4333 0.301 0.400 0 1
sch_av_gkfreelunch 4333 0.444 0.280 0 0.985
sch_av_gkabsent 4333 9.913 2.701 4.969 21.666
sch_av_gktreadss 4333 440.731 14.401 409.034 482.931
sch_av_gktmathss 4333 492.045 22.051 441.240 555.581
sch_av_gktlistss 4333 541.169 14.286 511.727 575.950
sch_av_gkwordskillss 4333 438.524 16.474 404.965 485.550
sch_av_gkmotivraw 4110 25.712 0.455 24.656 28.074
sch_av_gkselfconcraw 4110 56.228 1.142 53.114 59.333
sch_av_g1freelunch 4333 0.460 0.280 0.023 1
sch_av_gklargenoaid 4333 0.334 0.091 0 0.554
sch_av_gklargeaid 4333 0.354 0.080 0.212 0.727
sch_av_g1largenoaid 4333 0.343 0.107 0.142 0.714
sch_av_g1largeaid 4333 0.313 0.105 0 0.557
sch_av_gktrace_black 4333 0.852 0.254 0 1
sch_av_kgtandch_same_race 4333 0.208 0.257 0 1
sch_av_gktpostgrade 4333 0.351 0.263 0 1
sch_av_gktyears 4333 9.359 2.711 3.328 15
sch_av_gitgen_male 4333 0.005 0.031 0 0.243
sch_av_g1trace_black 4333 0.162 0.254 0 0.890
sch_av_g1itandch_same_race 4333 0.808 0.213 0.236 1
sch_av_g1tpostgrade 4333 0.345 0.251 0 1
sch_av_g1tyears 4333 11.744 4.394 0.682 27.551
sch_av_meang1classmatestreadss 4262 528.112 27.46 467.433 578.165
sch_av_meang1classmatesgmathss 4333 535.640 21.301 491.00 577.868
sch_av_meang1classmatestlistss 4333 571.098 15.577 535.750 604.887
sch_av_meang1classmateswordskill 4333 520.592 23.058 461.924 561.561
sch_av_meang1classmatesmotivraw 4333 27.279 1.863 22.681 30.580
sch_av_meang1classmatesselfconcr 4333 39.685 1.972 35.074 42.723
sch_av_meangkclassmatestreadss 4333 440.751 14.433 409.025 482.514
sch_av_meankgclassmatesgmathss 4333 492.007 22.058 440.578 555.813
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Table 63. continued.

sch_av_meankgclassmatestlistss

sch_av_meankgclassmateswordskill
sch_av_meankgclassmatesmotivraw
sch_av_meankgclassmatesselfconcr

4333
4333
4110
4110

197

541.216
438.568
25.713
56.236

14.207
16.320
0.455
1.182

510.827 574.822
404.925 484.341
24.584 28.065
53.185 60.153
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Table 64. Probability of passing first grade models

RE with GEE with Pooled with

g1promote10 Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dyldx P>z dyldx P>z dydx P>z dy/dx P>z dyldx P>z dyldx P>z dy/dx P>z
propGKmateskept 005 009 002 052 046 018 013 0.74 0.05 0.06 0.01 076 0.05 0.07 0.01 0.69
propGKnetworkkept
propgimatesnoattendedgk 015 0.03 016 020 149 007 081 045 0.15 002 006 049 015 0.02 0.08 0.36
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.02 0.00 0.00
Hausman test 0.28
F network test p value 0.09 0.52 0.18 0.74 0.06 0.76 0.07 0.69
n 2295 1971 2295 2295 2295 2295 2295 2295
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Table 65. Probability of passing first grade models

RE with GEE with Pooled with

g1promote10 Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dyldx P>z dyldx P>z dydx P>z dy/dx P>z dyldx P>z dyldx P>z dy/dx P>z
propGKmateskept -0.08 025 -0.10 025 -0.84 029 -129 0.12 -0.08 023 -014 0.06 -0.08 0.23 -0.13 0.07
propGKnetworkkept 021 003 021 010 207 007 221 0.06 0.22 0.01 023 001 021 0.01 0.22 0.01
propgimatesnoattendedgk 015 0.02 015 022 153 006 081 045 0.15 002 005 053 015 0.02 0.08 0.38
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.02 0.00 0.00
Hausman test 0.21
F network test p value 0.02 0.15 0.09 0.18 0.00 0.04 0.00 0.03
n 2295 1971 2295 2295 2295 2295 2295 2295
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Table 66. Probability of passing first grade models

RE with GEE with Pooled with

g1promote10 Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dyldx P>z dyldx P>z dydx P>z dy/dx P>z dyldx P>z dyldx P>z dy/dx P>z
propGKmateskept
propGKnetworkkept 011 001 009 015 1.00 004 070 0.5 1.02 0.00 0.08 006 011 0.00 0.07 0.08
propgimatesnoattendedgk 015 0.03 016 021 150 007 082 045 1.46 003 006 049 016 0.02 0.08 0.37
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.017 0.00 0.00
Hausman test 0.30
F network test p value 0.01 0.15 0.04 0.15 0.00 0.06 0.08
n 2295 1971 2295 2295 2295 2295 2295 2295
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Table 67. Probability of passing second grade model

RE with GEE with Pooled with

g2promote10 Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dyldx P>z dyldx P>z dydx P>z dy/dx P>z dyldx P>z dyldx P>z dy/dx P>z
propGKmateskept -0.01 082 -012 035 -021 085 -1.40 0.36 -0.01 079 -007 027 -0.01 0.8 -0.07 0.23
propGKnetworkkept 0.00 099 022 028 000 099 1.04 059 0.00 098 0.04 069 0.00 099 0.05 0.52
propgimatesnoattendedgk  0.03 048 001 051 051 050 135 0.46 0.03 046 0.07 038 0.03 043 0.07 0.38
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.1113 0.00 0.00
Hausman test 0.96
F network test p value 0.87 0.44 0.91 0.57 0.85 0.38 0.87 0.38
n 1803 1126 1817 1817 1817 1817 1803 1803
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Table 68. Probability of passing third grade models

RE with GEE with Pooled with

g3promote10 Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dyldx P>z dyldx P>z dydx P>z dy/dx P>z dyldx P>z dyldx P>z dy/dx P>z
propGKmateskept 0.01 084 0.01 093 019 087 038 079 0.01 0.85 0.01 0.87 0.01 0.86 0.02 0.81
propGKnetworkkept 0.03 0.66 0.07 067 080 062 073 071 0.03 0.71 0.03 0.73 0.03 0.71 0.03 0.74
propgimatesnoattendedgk  -0.00 0.87 -026 027 -0.02 0.97 -228 0.23 -0.00 0.96 -0.10 0.12  -0.00 0.90 -0.10 0.09
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.20 0.00 0.00
Hausman test 0.94
F network test p value 0.24 0.58 0.35 0.48 0.29 0.49 0.31 0.44
n 1649 749 1663 1663 1663 1663 1649 1615
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Table 69. Cognitive skills in first grade: reading

RE with GEE with Pooled with

gltreadss Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dyldx P>z dyldx P>z dyldx P>z dyldx P>z dyldx P>z dy/dx P>z
propGKmateskept 4397 0.00 4950 0.00 4397 0.00 4210 0.00 4629 0.00 4161 0.00 4397 0.00 42.10 0.00
propGKnetworkkept -57.95 0.00 -59.30 0.00 -57.95 0.00 -48.83 0.00 -59.65 0.00 -48.31 0.00 -57.95 0.00 -48.83 0.00
propgimatesnoattendedgk 026 097 2573 012 0265 0.97 2524 013 0930 086 2509 0.02 026 096 25.24 0.03
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.01 0.00 0.00
Hausman test 0.00
F network test p value 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
n 2272 2272 2272 2272 2272 2272 2272 2272
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Table 70. Cognitive skills in first grade: math

RE with GEE with Pooled with

gltmathss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 679 040 917 033 679 043 525 056 6.15 040 258 076 679 0.38 5.25 0.55
propGKnetworkkept -13.78 017 -16.99 016 -13.78 020 -1292 027 -1279 012 -1017 023 -13.78 0.10 -12.92 0.16
propg1matesnoattendedgk 123 076 28.02 0.02 123 0.81 2544 0.03 0.95 0.84 2375 0.01 123 0.80 25.44 0.01
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.20 0.00 0.00
Hausman test 0.00
F network test p value 0.26 0.34 0.32 0.43 0.11 0.16 0.09 0.17
n 2274 2274 2274 2274 2274 2274 2274 2274
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Table 71. Cognitive skills in first grade: word skils

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 43.80 0.00 56.99 0 4380 0.00 51.32 0 5235 0.00 47.30 0 48.80 0.00 51.32 0.00
propGKnetworkkept -58.79 0.00 -6569 0 -58.79 0.00 -5712 0.01 -6273 0.00 -53.62 0 -58.79 0.00 -57.12 0.00
propgimatesnoattendedgk  0.69 093 -093 096 069 093 568 076 -005 099 557 070 0.69 0.90 5.68 0.70
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.11 0.00 0.00
Hausman test 0.15
F network test p value 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
n 1962 1962 1962 1962 1962 1962 1962 1962
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Table 72. Cognitive skills in first grade: listenirg

RE with GEE with Pooled with

gltlistss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 1090 0.13 1160 0.15 1090 0.14 8.96 0.25 8.90 0.19 6.09 042 1090 0.13 8.96 0.26
propGKnetworkkept -1165 0.18 -1258 023 -11.65 0.21 967 034 -10.39 0.21 -6.43 047 -1165 0.17 -9.67 0.31
propg1matesnoattendedgk 2.03 0.64 28.83 0.00 2.03 065 2242 0.03 1.45 0.69 20.0 0.01 2.03 0.61 22.42 0.01
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.84 0.00 0.00
Hausman test 0.00
F network test p value 0.32 0.36 0.33 0.51 0.43 0.72 0.32 0.52
n 2263 2263 2263 2263 2263 2263 2263 2263

www.manaraa.com

90¢



Table 73. Noncognitive skills in first grade: motiation

RE with GEE with Pooled with

g1motivraw OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 091 046 -0.70 0.61 -0.87 050 -044 074 -0.84 0.52 -0.53 070 -091 049 -0.44 0.75
propGKnetworkkept 3.18 0.03 2.62 0.14 3.15 0.05 2.68 0.12 3.10 0.07 271 013 3.18 0.07 2.68 0.14
propg1matesnoattendedgk 1.05 0.07 4.06 0.02 120 0.14 4.04 0.02 129 0.03 4,07 0.01 1.05 0.06 4.04 0.02
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.27 0.00 0.00
Hausman test 0.64
F network test p value 0.00 0.10 0.00 0.04 0.01 0.10 0.01 0.11
n 2093 2093 2093 2093 2093 2093 2093 2093
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Table 74. Noncognitive skills in first grade: selfonfidence

RE with GEE with Pooled with

g1selfconcraw OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dy/ldx P>z dy/ldx P>z dyldx P>z dy/dx P>z
propGKmateskept 229 019 153 042 212 024 299 010 207 028 294 015 229 024 2.99 0.16
propGKnetworkkept -123 058 160 051 -038 08 -009 096 -015 095 -0.03 098 -123 0.64 -0.09 0.97
propgimatesnoattendedgk  -0.00 099 -3.00 022 -001 099 407 010 -002 098 -405 025 -0.00 0.99 -4.07 0.26
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.23
F network test p value 0.14 0.02 0.06 0.00 0.11 0.01 0.30 0.01
n 2093 2093 2093 2093 2093 2093 2093 2093
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Table 75. Noncognitive skills in first grade: daysbsent

RE with GEE with Pooled with

glabsent OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 152 0.36 246 0.16 1.74  0.30 311 007 1.84 0.33 2.78 0.15 152 0.42 311 0.13
propGKnetworkkept -368 008 -462 004 409 0.06 -6.06 0.00 421 013 -5.56 0.05 -3.68 0.21 -6.06 0.04
propgimatesnoattendedgk 023 084 -1.21 060 -050 0.66 -1.14 0.62 -0.58 0.43 -1.16 062 -0.23 0.74 -1.14  0.63
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.07 0.10 0.06 0.01 0.23 0.12 0.41 0.10
n 2298 2298 2298 2298 2298 2298 2298 2298

www.manaraa.com

60¢



7. Appendix

Table 76. Cognitive skills in first grade: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx dy/dx dy/dx P>z dyldx P>z dyldx P>z dyldx P>z dyldx P>z dy/dx P>z
propGKmateskept 2.66 9.93 266 060 986 0.13 430 046  9.61 0.08 266 0.60 9.86 0.08
propGKnetworkkept
propgimatesnoattendedgk  2.36 29.47 236 074 2839 0.09 3.39 050 2785 001 236 0.61 28.39 0.01
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.58 0.13 0.60 0.13 0.46 0.08 0.60 0.08
n 2272 2272 2272 2272 2272 2272 2272 2272
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Table 77. Cognitive skills in first grade: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept
propGKnetworkkept 744 020 -466 058 -744 025 -3.06 0.5 430 0.41 -357 057 744 024 -3.06 0.65
propg1matesnoattendedgk 2.38 0.75 29.28 0.08 238 0.74 2818 0.09 339 05 27.55 0.01 2.38 0.61 28.18 0.02
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.20 0.58 0.25 0.65 0.41 0.57 0.24 0.65
n 2272 2272 2272 2272 2272 2272 2272 2272
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Table 78. Cognitive skills in first grade: word skils

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 6.39 022 1264 008 639 024 1298 0.07 7.40 021 1157 0.08 639 0.27 12.98 0.06
propGKnetworkkept
propg1matesnoattendedgk 310 073 471 080 310 073 1052 057 2.98 0.61 985 050 310 0.58 10.52 0.47
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.07 0.00 0.00
Hausman test 0.00
F network test p value
n 1962 1962 1962 1962 1962 1962 1962 1962
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Table 79. Cognitive skills in first grade: word skils

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept
propGKnetworkkept -330 061 -39 067 -330 063 301 068 -372 062 238 071 -330 0.65 3.01 0.70
propgimatesnoattendedgk 342 071 526 078 342 070 1125 055 3.32 056 1054 047 342 054 11.25 0.45
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.10 0.00 0.00
Hausman test 0.00
F network test p value
n 1962 1962 1962 1962 1962 1962 1962 1962
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Table 80. Males probability of passing first grade

RE with GEE with Pooled with

g1promote10 Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept -017 014 -009 05 -140 017 -159 017 -017 019 -020 017 -017 019 -0.18 0.185
propGKnetworkkept 032 003 017 043 263 006 218 0.18 0.32 004 027 012 032 004 025 0.129
propg1matesnoattendedgk 018 016 023 027 147 019 144 032 0.17 007 015 018 018 006 0.17 0.13
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.38 0.00 0.00
Hausman test 0.96
F network test p value 0.06 0.72 0.14 0.37 0.02 0.31 0.03 0.3261
n 1151 882 1151 1151 1151 1151 1151 1151
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Table 81.Females probability of passing first grade

RE with GEE with Pooled with

g1promote10 Probit FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept 001 08 -013 032 -019 08 -08 05 -000 09 -003 071 -001 08 -006 053
propGKnetworkkept 011 03 029 017 137 048 205 0.33 0.09 042  0.11 040 0.1 032 015 0.26
propgimatesnoattendedgk 013 006 -0.03 080 158 019 006 097 0.14 0.07 000 099 013 007 000 097
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.23 0.00 0.00
Hausman test 0.42
F network test p value 0.23 0.08 0.43 0.56 0.11 0.57 0.08 0.38
n 1137 864 1144 1144 1144 1144 1137 1113
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Table 82.Males noncognitive skills: absent days

RE with GEE with Pooled with

glabsent OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept 323 0.19 341 0.19 3.28 0.17 426 0.09 341 023 416 0.16 323 0.26 426 017
propGKnetworkkept 662 002 -852 0.01 -6.76 0.02 -9.45 0.00 -7.28 0.06 938 0.02 -662 009 -945 0.03
propg1matesnoattendedgk 3.14 0.08 2.84 0.40 3.10 0.05 3.48 0.30 3.00 0.00 342 0.23 3.14  0.00 348 0.25
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.01 0.00 0.00
Hausman test 0.00
F network test p value 0.02 0.00 0.02 0.00 0.10 0.03 0.18 0.04
n 1156 1156 1156 1156 1156 1156 1156 1156
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Table 83.Females noncognitive skills: absent days

RE with GEE with Pooled with

glabsent OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept -0.25 0.91 217 0.37 0.10 0.96 2.28 0.33 0.34 0.88 227 038 -025 091 228 039
propGKnetworkkept 036 09 -111 072 056 085 -246 042 -0.68 0.83 246 046 -0.36 0.91 246 047
propgimatesnoattendedgk 279 0.06 -523 010 -3.02 0.03 -538 0.09 -3.17 0 -538 007 -279 0.00 -538 0.08
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.98
F network test p value 0.87 0.49 0.94 0.62 0.97 0.67 0.91 0.69
n 1142 1142 1142 1142 1142 1142 1142 1142
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Table 84.Males noncognitive skills: motivation

RE with GEE with Pooled with

glmotivraw OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept -3.92 004 -387 007 -392 004 -353 0.08 -3.95 0.01 -349 0.04 -392 0.01 -353  0.05
propGKnetworkkept 6.41 0.00 6.08 0.02 641 0.00 597 0.02 6.43 0.00 5.86 0.00 6.41 0.00 597 0.00
propg1matesnoattendedgk 1.81 0.03 472 0.08 1.81 0.13 458 0.09 1.77 0.00 462 0.02 1.81  0.01 458 0.02
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.51 0.00 0.00
Hausman test 0.10
F network test p value 0.00 0.07 0.01 0.06 0.00 0.01 0.00 0.01
n 1049 1049 1049 1049 1049 1049 1049 1049
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Table 85.Females noncognitive skills: motivation

RE with GEE with Pooled with

glmotivraw OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept 222 0.15 293 0.12 229 0.19 2.75 0.13 227 0.12 2.75 0.07 222 0.14 275 0.09
propGKnetworkkept 036 08 -162 050 -038 08 -071 076 -0.36 0.85 071 074 -036 085 -071 075
propg1matesnoattendedgk 0.67 0.39 422 0.08 0.82 0.44 4.08 0.09 0.80 0.29 4,08 0.11 0.67 0.37 408 0.13
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.69 0.00 0.01
Hausman test 0.77
F network test p value 0.02 0.14 0.03 0.05 0.01 0.05 0.02 0.08
n 1044 1044 1044 1044 1044 1044 1044 1044
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Table 86.Males noncognitive skills: selfconfidence

RE with GEE with Pooled with

g1selfconcraw OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept 1.81 0.49 1.03 0.72 1.74  0.51 2.63 0.34 179 0.52 323 0.28 181  0.53 2.63 0.38
propGKnetworkkept -0.88 0.79 194 059 -027 093 053 0.87 -0.59 0.87 0.02 099 -088 0.82 053 0.88
propg1matesnoattendedgk 0.02 098 -250 0.50 015 0.92 -5.07 0.17 0.09 0.94 -5.68 0.1 0.02 098 -507 0.17
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.10 0.00 0.00
Hausman test 0.49
F network test p value 0.57 0.23 0.42 0.10 0.56 0.03 0.65 0.07
n 1049 1049 1049 1049 1049 1049 1049 1049
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Table 87.Females noncognitive skills: selfconfideac

RE with GEE with Pooled with

g1selfconcraw OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept 332 0.15 199 045 332 0.16 3.811 0.13 321 0.1 483 0.02 332 0.1 3.81 0.08
propGKnetworkkept 216 047 155 065 216 048 -1.31 0.68 -1.89 047 286 034 -216 042 -1.31 0.67
propg1matesnoattendedgk 028 080 -1.62 0.64 028 083 -1.73 0.61 0.30 0.76 -1.81 0.69 028 077 -173 072
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.15 0.00 0.00
Hausman test 0.02
F network test p value 0.13 0.08 0.16 0.08 0.11 0.01 0.14 0.03
n 1044 1044 1044 1044 1044 1044 1044 1044
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Table 88.Males noncognitive skills: listening

RE with GEE with Pooled with

gltlistss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z dyldx P>z
propGKmateskept 10.03 0.35 780 051 10.03 0.35 6.36 0.57 10.75 0.39 326 077 10.03 042 6.36  0.61
propGKnetworkkept 862 05 -533 072 -862 052 -530 0.71 -9.00 0.56 -1.88 090 -862 057 -530 0.76
propgimatesnoattendedgk  -2.09 0.73 3493 002 -209 076 2770 0.07 -1.52  0.86 26.82 0.05 -2.09 081 2770 0.06
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.05 0.00 0.00
Hausman test 0.00
F network test p value 0.60 0.74 0.58 0.83 0.59 0.93 0.64 0.85
n 1136 1136 1136 1136 1136 1136 1136 1136
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Table 89.Females noncognitive skills: listening

RE with GEE with Pooled with

gltlistss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 1121 027 1130 032 1121 027 1075 0.32 1092 0.22 9.75 033 1121 0.23 10.75 0.30
propGKnetworkkept -1564 022 -1561 029 -1564 024 -11.76 0.41 -15.45  0.11 -885 0.36 -15.64 0.12 -11.76  0.26
propg1matesnoattendedgk 529 037 26.30 0.07 529 0.38 19.04 0.19 490 0.25 1414 019 529 0.23 19.04 0.10
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.54 0.00 0.00
Hausman test 0.12
F network test p value 0.47 0.56 0.50 0.61 0.27 0.60 0.29 0.515
n 1127 1127 1127 1127 1127 1127 1127 1127

www.manaraa.com

€ce



Table 90.Males cognitive skills: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 50.83 0.00 4163 0.02 5083 0.00 4101 002 5045 0.00 4074 0.01 5083 0.00 41.02 0.02
propGKnetworkkept -61.74 0.00 -4811 0.04 -61.74 000 -4873 0.03 -60.69 0.00 -4855 002 -61.74 0.00 -48.73 0.04
propgimatesnoattendedgk  -2.38 0.84 3742 011 -238 0.83 4198 008 -165 088 4206 0.04 -238 0.83 41.98 0.06
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.01 0.00 0.00
Hausman test
F network test p value 0.00 0.08 0.01 0.07 0.01 0.04 0.02 0.06
n 1139 1139 1139 1139 1139 1139 1139 1139
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Table 91.Males cognitive skills: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z  dy/dx P>z
propGKmateskept 6.06 0.37 8.90 0.34 6.06 0.40 7.97 0.39 6.95 027 7.87 0.33 6.06 0.33 797 034
propGKnetworkkept
propg1matesnoattendedgk 039 097 42.03 0.07 039 0.97 46.35 0.05 151 0.89 46.43 0.02 0.39 0.97 46.35  0.02
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.36 0.34 0.40 0.39 0.27 0.33 0.33 0.34
n 1139 1139 1139 1139 1139 1139 1139 1139
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Table 92.Males cognitive skills: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept
propGKnetworkkept -417 062 -251 083 -417 064 -530 058 6.95 027 -586 043 -417 0.55 -5.30 0.50
propgimatesnoattendedgk 0429 0.97 4184 008 042 0.96 45.60 0.05 1.51 0.89 4562 0.02 042 096 4560 0.03
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0
F network test p value 0.62 0.83 0.64 0.58 0.27 0.43 0.55 0.50
n 1139 1139 1139 1139 1139 1139 1139 1139
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Table 93.Females cognitive skills: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 3795 0.01 5067 0.00 3795 0.02 4184 001 4094 000 3876 0.00 3795 0.00 4184 0.00
propGKnetworkkept -55.03 0.00 -66.05 0.00 -55.03 0.01 -4937 0.03 -58.12 0.00 -45.02 000 -55.03 0.00 -49.37 0.00
propgimatesnoattendedgk  1.92 0.83 1378 056 1.92 0.84 1041 066 2.08 0.68 6.71 075 192 070 10.41 0.63
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.01 0.01 0.04 0.05 0.00 0.00 0.003 0.00
n 1133 1133 1133 1133 1133 1133 1133 1133
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Table 94.Females cognitive skills: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept -0.75 0.91 741 044  -075 0.91 9.40 0.32 0.34 0.96 9.03 -0.75 0.91 940 0.26
propGKnetworkkept
propg1matesnoattendedgk 3.66 068 16.20 0.50 3.66 0.71 12.60 0.60 403 0.44 8.98 3.66 0.48 12.60  0.58
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.91 0.44 0.91 0.32 0.96 0.27 0.91 0.26
n 1133 1133 1133 1133 1133 1133 1133 1133
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Table 95.Females cognitive skills: reading

RE with GEE with Pooled with

gltreadss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept
propGKnetworkkept -1091 018 -996 043 -1091 024 -197 084 0.34 096 -032 096 -10.91 0.22 -1.97 0.81
propgimatesnoattendedgk  3.62 0.69 16.01 050 362 071 1257 0.60 4.03 044 899 068 362 048 1257 0.58
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.18 0.43 0.24 0.84 0.96 0.96 0.22 0.81
n 1133 1133 1133 1133 1133 1133 1133 1133
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Table 96.Males cognitive skills: math

RE with GEE with Pooled with

gltmathss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept -729 054 875 053 -729 056 -10.21 045 -7.31  0.51 -11.18 032 -729 0.52 -1021  0.39
propGKnetworkkept 475 0.75 419 0.81 475 0.76 534 0.75 476 0.67 6.15 0.63 475 0.67 534  0.69
propg1matesnoattendedgk 0.83 090 2265 0.21 0.83 0.92 2247 0.21 0.84 0.90 2241 0.15 0.83 0.91 2247  0.16
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.76 0.00 0.00
Hausman test 0.16
F network test p value 0.73 0.69 0.74 0.60 0.74 0.55 0.75 0.64
n 1140 1140 1140 1140 1140 1140 1140 1140
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Table 97.Females cognitive skills: math

RE with GEE with Pooled with

gltmathss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 19.83 0.07 2774 0.03 1983 0.09 2214 0.07 19.80 0.04 20.39 0.05 19.83 0.04 2214 0.06
propGKnetworkkept -34.16 0.01 -4432 000 -34.16 0.02 -36.27 0.02 -3410 0.00 -3344 001 -3416 0.00 -36.27  0.01
propgimatesnoattendedgk ~ -0.83 0.87 26.75 0.11 -0.83 090 23.611 0.16 -0.85 0.86 2166 0.15 -0.83 0.86 23.61 0.13
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.10 0.00 0.00
Hausman test 0.00
F network test p value 0.02 0.03 0.05 0.07 0.00 0.03 0.01 0.03
n 1134 1134 1134 1134 1134 1134 1134 1134
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Table 98.Males cognitive skills: glwordskillss

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 5248 0.00 4421 002 5248 000 4809 001 5329 000 4633 0.00 5248 0.00 48.09 0.00
propGKnetworkkept -58.75 0.00 -53.04 003 -58.75 0.00 -56.86 0.02 -60.36 0.00 -5497 0.00 -58.75 0.01 -56.86 0.00
propg1matesnoattendedgk 995 041 1879 048 995 047 2257 039 1030 027 2312 027 995 0.31 22.57 0.31
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.09 0.00 0.00
Hausman test 0.00
F network test p value 0.00 0.08 0.01 0.04 0.01 0.01 0.02 0.0187
n 981 981 981 981 981 981 981 981
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Table 99.Males cognitive skills: word

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx dy/dx P>z dy/dx P>z dy/dx P>z dyldx P>z dy/dx P>z dyldx P>z  dy/dx P>z
propGKmateskept 9.25 0.21 7.78 045 9.25 0.22 9.03 0.37 9.19 0.19 9.65 0.26 9.25 0.19 9.03 0.31
propGKnetworkkept
propgimatesnoattendedgk 1386 026 26.54 0.32 13.86 0.31 29.9 0.26 14.47 0.10 30.01 0.15 13.86 0.14 29.98 0.16
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.06 0.00 0.00
Hausman test 0.00
F network test p value 0.21 0.45 0.22 0.37 0.19 0.26 0.19 0.31
n 981 981 981 981 981 981 981 981
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Table 100.Males cognitive skills: word

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept
propGKnetworkkept 006 099 -546 067 -0.06 099 -1.27 0.90 -0.94 0.91 -3.08 0.68 -0.06 0.99 -1.28 0.88
propgimatesnoattendedgk 1421 025 2645 032 1421 030 30.06 0.25 14.86 0.09 30.04 0.15 1421 0.12 30.06 0.17
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.04 0.00 0.00
Hausman test 0.88
F network test p value 0.99 0.67 0.99 0.90 0.91 0.68 0.99 0.8849
n 981 981 981 981 981 981 981 981
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Table 101.Females cognitive skills: word

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 4919 0.00 5818 0.00 4919 000 5368 000 5205 000 5230 0.00 4919 0.00 53.68 0.00
propGKnetworkkept 6360 000 -72.68 0.00 -63.60 0.00 -60.26 001 -66.71 0.00 -57.63 0.01 -63.60 000 -60.26 0.01
propgimatesnoattendedgk ~ -6.65 058 -20.33 045 -665 058 -1695 053 -843 048 -1855 044 -665 056 -16.95 0.50
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.01 0.01 0.02 0.02 0.01 0.01 0.02 0.03
n 981 981 981 981 981 981 981 981
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Table 102.Females cognitive skills: word

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept 410 059 980 037 410 060 1279 0.23 5.17 052 1287 019 410 060 1279 0.22
propGKnetworkkept
propgimatesnoattendedgk ~ -4.97 0.68 -1745 052 -497 068 -1395 060 -622 0.61 -1535 053 -497 067 -13.95 0.58
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.59 0.37 0.60 0.22 0.52 0.19 0.60 0.22
n 981 981 981 981 981 981 981 981
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Table 103.Females cognitive skills: word

RE with GEE with Pooled with

glwordskillss OLS FE RE schmeans GEE schmeans Pooled schmeans

dy/dx P>z dy/dx P>z dy/ldx P>z dyldx P>z dyldx P>z dy/dx P>z dyldx P>z dy/dx P>z
propGKmateskept
propGKnetworkkept 678 046 -959 049 678 050 549 0.61 -7.21 045 855 029 -678 048 5.49 0.55
propgimatesnoattendedgk 468 0.70 -17.43 052 468 070 -1318 062 -592 0.62 -1421 056 -468 069 -13.18 0.60
student Yes Yes Yes Yes Yes Yes Yes Yes
classtreatment Yes Yes Yes Yes Yes Yes Yes Yes
teacher Yes Yes Yes Yes Yes Yes Yes Yes
classmates Yes Yes Yes Yes Yes Yes Yes Yes
schnetwork Yes Yes Yes
schdelta Yes Yes Yes
schstudent Yes Yes Yes
schclasstreatment Yes Yes Yes
schteacher Yes Yes Yes
schclassmates Yes Yes Yes
Sschdummies Yes
schmeans F test pvalue 0.00 0.00 0.00
Hausman test 0.00
F network test p value 0.46 0.49 0.50 0.61 0.45 0.29 0.48 0.55
n 981 981 981 981 981 981 981 981
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CHAPTER 5. GENERAL CONCLUSIONS
This dissertation is devoted to the study of tlferent topics under the advice of three
different major professors. The topics only haveammon the interest and curiosity of the
author to explain real life events using appliedrexnetric techniques. Chapter 2 applies
financial tools to assess whether stock valuededaacross world markets to the
announcement of indexes that synthesize the emaatal performance of the world’s
largest publicly-traded companies.

Our results indicate that the market reacted td3h@0 by changing the relative
prices of the stocks included in it, but not th&ueaof the equal-weight portfolio of such
stocks. The magnitude of the effect was sizeabtimg one position closer to the top of
Newsweek’s G100 raised the value of an averageifirthe list by 11.3 million dollars. The
use of stocks traded in international markets adldws to find evidence of heterogeneity
among investors. They have different interestsaist performance and managerial quality as
predictors of future environmental performancepéanticular, US-traded stock returns were
affected only by past performance (EIS), contrgsiwth non-US-traded stock returns which
responded only to managerial quality (GPS and RE®)se results have implications for the
construction of optimal environmental rankings (&€&, Levine, and Toffel 2009),
suggesting that the weight on past performancensarthgerial quality that are used to
construct environmental performance indexes, shdiffielr across stock markets.

In Chapter 3, we analyze the grain transportatiarket in the US. Every year more

than 400 million tons of corn, soybeans and wheatransported from the Midwest to
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diverse destinations within the US (70%) and abi@&d6). The transportation of grain is
mostly intermodal by combining truck, train, baayel ocean-vessel and its rates explain 42—
64% of the variation in corn prices in the long.rBy using data from the Grain
Transportation Report, this paper estimates simetias equation models of barge and
railroad rates (in logs and levels) for specifigors-destinations and grains (corn, wheat and

soybeans).

Results show that barge rates have an elastiaoedotshuttle rates (1.2 to 1.6) and
an inelastic reaction to unit rates (0.5 to 0.hilevthey do not systematically respond to
shuttle rates. It was also possible to find resshtswing intermodal transportation that
complement or compete with each other: rails complg more with the PNW than barges
do with the Gulf. In the case of corn, it was pbkestio identify for the first time in the
literature the existence of complementarity betwedrand barges in the rail line from Des
Moines, 1A to Davenport, IA. Results also suppbédttthe impact of barge rates on railroad

rates is reduced when the origin of the grain ssagt from the waterway.

The forth chapter of the dissertation exploresidiea that peer effects depend on the
strength of peer connections, which may increage time. It analyzes the effect on early
education achievement of keeping the same classraat® the previous year by utilizing
the unique nature of the Tennessee Student TeAcheavement Ratio (STAR). | study the
relationship between the chance of passing fiatigyras well as noncognitive skills and the
proportion of kindergarten classmates that contiouge classmates in first grade. | benefit
from the randomized mixing up policy of the STAR@ram in the identification of effects

of long time peers, peers that have been togetinex iong period of time, and estimate
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value-added models with and without school fixed endom effects. A novel

microeconometric approach is also used: clustesingys by pooled models and by GEE.

There are two major findings in this paper. Keemtdgindergarten classmates, vs.
losing all of them, may increase the probabilitypagsing first grade by 7 to 10% among
students participating in the STAR program. Th&utegives partial support to the main
hypothesis of the paper: that long lasting conpastimay be more influential than short term
connections, even when there is no endogenoudiseld&y the quality of the connections
over time. Future research is required to addrespaossibility of non linearities in the effect
of average time that peers have been togetherddiess that issue the maximum average
amount of time that classmates have been peezgusred to be larger than a year, while
students need to be randomly assigned to eacheslasg academic year. The second most
important finding is that non-cognitive skills mighe improved when more kindergarten
classmates are kept in first grade. If all classsare kept together vs. staying alone in a
new class, motivation and selfconfidence may irsgday 0.5 of a standard deviations while

the number of absent days may decrease by 2 tgs3 da

This study is, to my knowledge, the first to finddence partialy supporting the
importance of time on peer effects. Specificalie effect of peers does not depend only on
their abilities and skills, but also on the timeythave been peers. This is true even when
there is not endogenous peer selection over timesd results have implications for

educational policies like random mixing and sortiragking.
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